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Abstract

In this paper we address the problem of tracking multiple targets across a network of cameras with non-overlapping fields of view. Existing methods to measure similarity between detected targets and the ones previously encountered in the network (the re-identification problem) frequently produce incorrect correspondences between observations and existing targets. We show that these issues can be corrected by Multiple Hypothesis Tracking (MHT), using its capability of disambiguation when new information is available. MHT is recognized in the multi-target tracking field by its ability to solve difficult assignment problems. Experiments both in simulation and in real world present clear advantages when using MHT with respect to the simpler MAP approach.

1. Introduction

The problem of tracking several targets moving across a network of cameras with non-overlapping fields of view is a hard and still open problem. This problem is often addressed recurring only to re-identification. That is, computing distinctive features in the images of people obtained from the camera network, and associating instances of the same people according to appropriate metrics in the feature space. This is a challenging problem because current research has not yet discovered the ideal features for describing people (common approaches use simple color histograms, or multi-purpose features such as SIFT or SURF) and the variability of people’s appearance in different parts of the camera network may vary dramatically due to illumination, scale, perspective conditions and different camera characteristics. Furthermore, for similar reasons, person detectors are still very prone to failures such as misdetections, false positives and split detections (one person detection being split in more than one piece), and such uncertainty in the decision process must be taken into account. It is, therefore, too ambitious to try to make crisp decisions about the identification of people in the network based only on simple instantaneous similarity measurements (re-identification). Longer time spans are required to accumulate evidence about the identity of people to reduce ambiguities as much as possible. It is, thus, necessary to use a tracking algorithm able to take assignment decisions based on noisy measurements received at multiple time steps, as well as the associated correspondence probabilities, in order to produce the most probable prediction through the aggregation of this information globally over time.

Several such algorithms are well known in the multiple target tracking literature, for situations such as single cameras or radars, and will be reviewed in the following subsection. The preferred method for difficult tracking situations is the the Multiple Hypothesis Tracking (MHT) algorithm [7], proposed by Donald Reid in his seminal work [21]. The main contribution of our work is the formulation of the MHT algorithm for tracking multiple targets across a camera network. We have extended the MHT algorithm [21] to graph-based representations and performed both
simulations and real world experiments that illustrate the performance gains obtained with MHT. In application to the re-identification problem, MHT is more robust to detector failures, noise in the target representation and instantaneous incorrect assignments. An example of a situation prone to failure in standard approaches is shown in Fig. 1, where a person wears a jacket during the experiment. The instantaneous matching hypothesis has a low likelihood but given the measurements on the remaining time steps, the correct association gets the highest score.

The paper is organized as follows. In section 2 the MHT algorithm is described and later applied to tracking in a camera network in section 3. Section 4 details the experimental results obtained. Finally Section 5 draws the main conclusions of the work.

1.1. Related Work

The problem of tracking targets in camera networks is usually composed of three main stages: (i) detection, (ii) representation and (iii) tracking. In fixed camera settings, target detection is classically done with one of a class of background modeling and foreground detection algorithms such as [8, 22, 14]. In real scenarios, state-of-the-art methods still present non-negligible rates of mis-detections and false alarms, which are often disruptive for simple forms of tracking.

For target representation, the detected target bounding boxes are analyzed to extract target features, several types of which have been proposed in the literature. Teixeira and Corte-Real [23], Omar et al. [20] and Aziz et al. [2] use the general purpose feature descriptors SIFT [16] and SURF [4], while Javed et al. [15] and Cong et al. [24] use color histograms. Figueira et al., Zheng et al. and Berdugo et al. [12, 25, 5] provide a wide review on the different features which can be used for people appearance, and the various distances and similarity measures for matching those features in different images.

Simple matching is ambiguous, therefore researchers have looked at modeling spatial constraints on the possible locations of targets in the camera network. Gilbert and Bowden [13] were pioneering in automatically extracting the camera topology and using it to weight the coarse color similarity measures while tracking people across cameras. Loy et al. [17] uses a simpler approach, not doing any tracking, but simply dividing the camera image planes into correlated regions, and then spectral clustering these together, to form priors which will weight the similarity measure between two person detections.

Our approach will enforce not only spatial but also temporal constraints\(^1\) in a multiple target tracking framework.

\(^1\)Some works use short-term temporal data-association to represent tracks of the same person in a single camera. We aim at cross-camera longer term time-spans (tens of frames).

Several tracking algorithms are available in the literature. Perhaps the most simple is the local nearest neighbor algorithm [6] which associates each target with the most similar measure in a local manner, as such, a measure may be incorrectly attributed to more than one target. Global nearest neighbors algorithms find the least cost association between all detections and targets considering them all in a global manner. Maximum a Posteriori (MAP) approaches find the most probable set of associations between detections and targets over all possible sets. Other algorithms include particle filters or the probabilistic data association (PDA) filter [3]. Finally, the the Multiple Hypothesis Tracking (MHT) algorithm [7] keeps several hypothesis in parallel for an extended time period in order to take a decision with the largest possible amount of information.

1.2. Outline of Approach

We propose detecting targets using standard background subtraction [8]. The targets are represented by color histograms. The tracking is based in the MHT algorithm, whose disambiguation capabilities allow the resolution of past mis-assocations when more information is available. The granularity of the detections is defined by coarse zones, usually one zone for each camera. In other words, we propose doing tracking in a graph and thus do not require precise incremental-locations as needed for example with \((x, y)\) tracking in the field of view of a single camera. With a large coarse resolution for tracking, misdetections are more tolerable, allowing the detector to be tuned to significantly reduce false positives.

2. Multiple hypothesis tracking algorithm

In its usual formulation, the MHT is used to track various targets over two or three dimensional spaces [21]. The algorithm continuously maintains a set of hypotheses on the various possible states of the world. Each hypothesis contains information on the existing targets, and their tracks. Each has a probability of being correct. The system periodically receives a new scan containing data from the sensors. All the measurements in time \(k\) are denoted by \(Z^k\), and the measurement \(l\) of time \(k\) is denoted by \(Z_l^k\). Each measurement corresponds to an observation, and is usually associated with a \((x, y)\) or \((x, y, z)\) position in space and possibly other additional target features, such as target size. Let \(\Omega_i^k\) denote the hypothesis \(i\) in scan \(k\). Each hypothesis \(\Omega_i^k\) contains a set of existing targets \(\bar{T}^k_i\) (\(i = 1..n\) targets), the state estimate for each target, the state estimate covariance, and the association \(\psi^k_i\), between the measurements \(Z^k\) and the hypothesized targets \(T^k\). Every hypothesis \(\Omega_i^k\) is associated with a probability \(p_i^k\).

In each \(k\), the hypotheses \(\Omega_i^{k-1}\) are used to produce the hypotheses \(\Omega_i^k\). For each hypothesis \(\Omega_j^{k-1}\) a new set of hypotheses is generated \(\bar{\Omega}_j^{k-1}\) which have \(\Omega_j^{k-1}\) as parent (su-
perscript \( j \) indicates hypothesis with parent \( j \)). In the generation of the new set of hypotheses \( \Omega^k \), each observation \( Z^k_t \) is considered to be either a false alarm (FA), a new target (NT), or a detection of an existing target. However, an observation \( Z^k_t \) is only considered to have origin in a target \( T^k \) of hypothesis \( \Omega^k \) if it falls in the target’s gate (area around target’s expected position) – which is calculated based on the covariance of the state estimate. Furthermore, each observation can usually only be assigned to at most one target, and each target can only be assigned to at most one observation (group tracking is addressed by Mu-cientes and Burgard [18]). A target track is terminated if the target is not detected after \( n \) time steps.

The probability of a new hypothesis \( \Omega^k \) given the parent hypothesis \( \Omega^k_{j-1} \) and the measurements \( Z^k \), is

\[
j \pi^k = \frac{1}{c} \times P_d^{N_d} \times (1 - P_d)^{N_i - N_d} \times (P_{FA})^{N_f + x} \times (P_{NT})^{N_{nt}} \times \prod_{(Z^k, \psi^k) \in \psi^k} P_{Z^k, \psi^k} \times P_{j-1}^{k-1} \tag{1}
\]

where \( N_d \) corresponds to the number of measurements and \( N_i \) to the number of targets in \( \Omega^k_{j-1} \), \( N_f \) is the number of false alarms and \( N_{nt} \) is the number of new targets [21]. Furthermore, \( P_d \) is the probability of detecting a target, \( P_{FA} \) the probability of a measurement being a false alarm, and \( P_{NT} \) the probably of detecting a new target (all three fixed priors throughout this work). The probability of the parent hypothesis \( \pi^k \), and \( P_{Z^k, \psi^k} \) denotes the probability that measurement \( Z^k \) is a detection of target \( T^k \), which is usually calculated based on the target position estimate, and the covariance of this estimate.

The algorithm generates a combinatorial explosion of hypotheses. This exponential growth of the number of hypotheses can be controlled by pruning the hypothesis tree. Usual pruning strategies include limiting the number of leaves, or the depth of the tree [3]. However, while generating the hypotheses \( \Omega^k \), for a single leaf \( \Omega^k_{j-1} \), the number of hypotheses to generate can be too large to process in real time. For example, if there were 30 targets in \( \Omega^k_{j-1} \), and \( Z^k \) contains 30 measurements there will be \( 6.2 \times 10^{37} \) hypotheses in \( \Omega^k \) (for more details on calculating the number of generated hypotheses see Danchick and Newnam [11]). These hypotheses will eventually be pruned, after the hypotheses for all leaves are generated, but the processing time and memory space that the explicit enumeration of all these hypotheses consumes is insupportable. A solution is to use an algorithm due to Murty to find the ranked k-best assignments for the association in each leaf [10], instead of explicitly enumerating all the possible hypotheses. Clustering, which consists of dividing the hypothesis tree into several trees taking advantage of the independence between the tracks of some targets, can also be used to reduce the processing requirements of MHT and increase its performance [21].

To implement the MHT algorithm, we used the Multiple Hypothesis Library, described by Antunes et al. in [1]. This library already handles clustering, and provides pruning of the tree limiting both the tree depth and the number of leaves. We also implemented the Murty algorithm for finding the k-best assignments.

3. Tracking in Camera Networks

We will now describe the application of the MHT algorithm to the specific problem of tracking on a multi-camera network with non-overlapping fields of view, which is the most common real life scenario.

3.1. Graph representation

We propose that the tracking area be represented as a graph. Let \( G = (A, C) \) denote the graph representing the tracking area, where \( A \) consists of a set of tracking zones \( A = z_1, ..., z_n \) and \( C \) of a set of connections between zones. Thus, \( (z_i, z_j) \in C \) if and only if \( z_i \) and \( z_j \) have a connection [19]. The topology of the graph can be manually defined or learned automatically [13].

Each zone is associated with one camera, and each camera is associated with one zone. Even though, it is possible to divide the field of view of a camera into different zones, which may be useful in some specific situations, this possibility is not addressed in this work.

A possible scenario is presented in figure 2 (a). Several cameras are spread throughout the tracking area, and each camera monitors a division or part of a division. The circles represent the zones in the graph and the dotted lines the connections between them.

Because the tracking area is a graph, each detection \( Z^k \in Z^k \) is associated with a \( z \in A \), instead of \((x, y)\) coordinates. Each detection also contains a set of features which describe the detected target, which will now be discussed.

3.2. Integration with the MHT

Each detection \( Z^k \) in \( Z \) contains the zone \( z \) where it occurred, and the upper and lower body histograms. The state information about each target includes the target identifier, the zone where the target is, the histograms of the upper and lower parts of the body, and the time of the target’s last detection.

The probability \( P_{Z^k, \psi^k} \) of measurement \( Z^k \) being a detection of target \( T^k \) is calculated taking into consideration the zone where the target was and the one where the measurement is taken, and also the histograms associated with the target and the ones associated with the measurement. For a detection \( Z^k \) and a target \( T^k \), let \( h^Z \) be the lower and upper histograms associated with the detection, and \( h^T \) the histograms associated with the
The probability $P_{z^k}^{x,T^k}$ will be in the interval $[\frac{1}{\lambda+1}, 1]$. The value of $\lambda$ should be chosen to obtain the desired minimum value for probability $P_{z^k}^{x,h^k}$.

The probability $P_{z^k}^{x,z_T}$ is 1 when $z_D = z_T$. For other cases, there are several manners in which $P_{z^k}^{x,z_T}$ can be calculated. In the simplest form, $P_{z^k}^{x,z_T} = c$, where $c$ is a constant probability of transition between zones, when $(z_D, z_T) \in C$ (the zones have a connection), and $P_{z^k}^{x,z_T} = 0$ when $(z_D, z_T) \notin C$. A more flexible approach includes a probability transition matrix, $M$, such that $M_{z_i,z_j}$ contains the probability of transition between zones $z_i$ and $z_j$, then $P_{z^k}^{x,z_T} = M_{z^k,z_T}$ when $(z_D, z_T) \in C$. Gilbert and Bowden provide a method for the automatic learning of $M$ [13].

The most complex case occurs when $(z_D, z_T) \notin C$ and $P_{z^k}^{x,z_T} \neq 0$ is required, that is, the target is detected in a zone which does not have a direct connection with the one in which it was before, and a probability modeling which does not simply assign 0 to $P_{z^k}^{x,z_T}$ is required. In this case, the person crossed one or more zones without being detected. Therefore, there is not a single path that he could have taken from $z_T$ to $z_D$, but many possible paths. Because it is impossible to determine exactly which of the possible paths was taken, and no future information will help with this task, the path with the greatest probability of being the correct one should be chosen. This path will naturally correspond to the one that maximizes the product of the probability of transition between all the zones in the path. This is the problem of finding the shortest path in a graph, and is usually solved using the Dijkstra algorithm. However, because the matrix $M$ is constant over time, the shortest paths between all the zones in the graph can be pre-computed using the Floyd-Warshall algorithm [9].

### 3.3. Entry zone

When the tracking area of interest is in the interior of a closed building or sealed area it is possible to greatly improve the tracking results by defining one or more entry/exit zones. In a closed building, new targets cannot appear in all the tracking zones. Usually, there are a few entrances where the targets can enter and leave the tracking area, which is the case with the example in figure 2. In the tracking area represented in the figure, a target track can only initiate and terminate in zone 3. If this information is included in the tracker, then detections in every other zone will only be attributed to either false alarms or existing targets, and targets in those zones will not be deleted, even if they are not detected after a long period of time.

### 3.4. Tracking granularity

In the proposed approach, targets are tracked across multiple cameras, and not locally, in the $(x, y)$ field of view of each single camera. It would also be possible to perform the tracking of the $(x, y)$ position of targets in each camera,
which is the usual case for tracking. However, when tracking the exact position of targets in a single camera, it is necessary to perform a fairly good background subtraction, but background subtraction algorithms often performs poorly due to shadows, reflections, wind moving objects like tree leaves or paper sheets, illumination changes, among others. This poor background subtraction performance is often responsible for poor tracking results.

Contrary to the fine \((x, y)\) tracking, when tracking across zones, the requirements on the background subtraction performance can be reduced. This makes it possible to use tighter thresholds for detection and finer filtering to reject blobs which may be false detections, reducing the number of false positives, but also the number of true positives as well. This would not be possible if tracking was done in the field of view of a single camera, as the reduction of true positives would result in many lost tracks. On the contrary, when tracking across cameras, it is not as necessary to have many detections of the same target, in the same zone, in sequence.

There are some particular situations where finer grained tracking is necessary. This may happen with cameras covering a large field of view, with high resolution and several small targets. In this case, the field of view of the camera may be divided into a grid of separate zones, in which case the proposed solution is directly applicable. Furthermore, local tracking in each camera can always be performed if necessary, in parallel with the proposed approach.

4. Experiments

The problem of tracking people across a camera network is often addressed with re-identification only, i.e. matching through the similarity between each detection and each existing target. Few works actually use inter-camera tracking mechanisms. One such work, also in the context of tracking in camera networks, is the work of Javed et al. [15], that uses a MAP approach, similar to a global nearest neighbors association [3]. In the conducted experiments the MHT algorithm, in its standard implementation, is compared with an MHT implementation with only one leaf, which is equivalent to the MAP approach (as defined by [3]). MAP considers all detections and existing targets at each scan and chooses the best assignment. However, it does not account for the possibility that the assignment may be erroneous [3].

4.1. Changing target

In this experiment, the tracking area includes three zones, \(z_1, z_2\), and \(z_3\), corresponding to the fields of view of three cameras, \(Cam_1\), \(Cam_2\), and \(Cam_3\), respectively (see figure 3(a)). Figure 3(b) shows just three images for each camera, but in fact there are many more intermediate images. The time stamps, \(t = 1, t = 2,\) and \(t = 3\), indicate relevant events, namely beginning of experiment and appearance of novel objects in the cameras of the network. The video frames captured by the three cameras are processed in order to detect foreground objects and detected objects are characterized by two histograms, one above and one below the waist, performing a search for the point that maximizes the distance between the upper and lower part histogram, as described by Figueira and Bernardino [12].

In the beginning of the experiment two persons, \(A\) and \(B\), are visible in \(z_1\), and both walk away, leaving the field of view of \(Cam_1\). Then, \(A\) appears in \(Cam_2\) and, shortly after, \(B\) appears in \(Cam_3\). The person \(A\) is initially wearing white clothes, while \(B\) is wearing dark clothes (see the top-left image in figure 3(b)). When \(A\) reappears in \(Cam_2\) he is wearing a dark jacket, changing his color histogram significantly. With the jacket he becomes more similar to \(B\), as seen in \(Cam_1\), than with himself.

Tables (c), (d) and (e), in figure 3, show the ground truth, the tracker predictions of MAP and MHT respectively. At \(t = 2\), both MAP and MHT algorithms make an incorrect association, placing \(B\) in \(z_2\). However, at \(t = 3\), i.e., when \(B\) later appears in \(Cam_3\) \((z_3)\), MHT is able to correct the prediction, and thus concludes that \(A\) went to \(z_2\) and \(B\) went to \(z_3\), while MAP maintains the incorrect association.

The rationale behind the correction of the MHT prediction is as follows. The color description of the persons is not expected to change, therefore, hypotheses in which the histograms change receive a probability penalization. This penalization occurs via the \(P_{k,h,T}^{k,h,T}\) term of \(P_{z_3}^{z_3}\). Assume now a simplification with grey scale histograms having only one bin, which will be used to give the reader the intuition of what is being calculated by the MHT algorithm and why it is able to correct its previous decision. In all experiments, the targets’ gates are of size 1, thus the tracker assigns a probability of 0 to the possibility of a target crossing a zone undetected.

In \(Cam_1\), assume that \(A\) has a histogram of 0, and \(B\) a histogram of 1. When \(A\) appears in \(Cam_2\) he has a histogram of 0.7. In the hypothesis according to which \(A\) is in \(z_2\), the total change in histograms is of 0.7, but in the hypothesis which places \(B\) in \(z_2\), the total change in histograms is only 0.3. Thus, at this point, \(B\) would always be placed in \(z_2\) by any algorithm. When \(B\) appears in \(Cam_3\), his histogram in that detection is still 1. Because the target’s gate is 1, when one of the persons is in \(z_2\), the algorithm will place the other person in \(z_3\), that is, in the hypothesis where \(A\) is in \(z_2\), \(B\) will be placed in \(z_3\) (\(z_3\) is not in \(A\’s\) gate), in the hypothesis where \(B\) is in \(z_2\), \(A\) will be placed in \(z_3\).
best hypothesis, because it has a total change in the histograms of only 0.7, versus 1.3 in the other hypothesis.

With MAP, person A would be incorrectly labeled as B in \( z_2 \), and when B really appeared in \( z_3 \), the best assignment would be to incorrectly place A in \( z_3 \). Furthermore, if no tracking algorithm was used, then B could possibly be assigned to the detection in \( z_2 \), and also to the detection in \( z_3 \).

4.2. Simulation

A large tracking area is simulated, consisting of 57 zones, each zone containing a camera (depicted in figure 4 (a)). During the simulation, 40 targets move in the tracking area. Each target initially chooses a random zone and walks there by the shortest path. Upon arrival, he repeats the same behavior, indefinitely. Two sources of uncertainty are considered. One source of uncertainty models camera noise, illumination changes, person pose and other changes alike, as additive Gaussian noise in the targets’ histogram. The other source of uncertainty models target detector reliability issues by deleting from the simulation detections at a certain mis-detection rate.

Several simulations were run, with varying values of histogram noise and mis-detection rates. Each simulation is comprised of 5000 scans, with 1 second per scan, and the simulated people take 3 to 6 scans to move between areas. The history of the tracks produced by each tracker is analyzed and the average number of incorrect assignments per scan during the simulation is used to measure the tracker’s performance. If a target \( i \) was assigned an identifier \( i \) in scan \( k-1 \) and an identifier \( j \neq i \) in scan \( k \) by the tracking algorithm, then an assignment error occurred.

In figure 4 (e), the performance of MHT and MAP are presented, with varying levels of noise added to the target’s histograms, for a percentage of misdetections of 15%. In figure 4 (f) the percentage of misdetections is varied, for an added noise in the target’s histograms of 0.8.

Comparing the MHT’s performance with the MAP performance, MAP makes the best assignment between measurements and targets at each scan but, as it does not maintain multiple hypotheses on possible states of the world, it cannot recover from past mistakes as well as MHT does. Therefore, MHT consistently obtains better results than the MAP approach.
5. Conclusions and Future Work

In this paper, MHT was applied to the problem of people tracking across a camera network. Experiments both in real world and simulation show the improvements of using multiple hypotheses over simpler approaches which make irreversible decisions at each time-step. Without MHT, if a re-identification assignment error occurs the system makes an irrevocably wrong decision and holds to that decision indefinitely. By taking into consideration multiple hypotheses on the possible assignments between detections and targets, MHT it is able to correct past association errors when new information is received from the cameras. If new data is available which cannot be explained in a feasible way by the current best hypothesis, a different leaf in the hypothesis tree is eventually selected, changing the decision of the system towards past assignments.

By integrating MHT in camera network tracking systems, the full potential of existing works on re-identification, which focus on measuring the similarity between detections and existing targets can be leveraged, as sporadic correspondence errors are corrected over time by the MHT algorithm. In the future, we intend to scale the live experiment to a large scale camera network.
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