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Abstract

In this paper we propose a method for PTZ camera auto-calibration over
the camera’s zoom range. The method is based on the minimization of
re-projection errors of feature points detected in images captured by the
camera at different orientations and zoom levels. Experiments conducted
on both synthetic and real data show the method achieves good results
compared to methods that require higher computational costs or accessto
the camera.

1 Introduction

Pan-tilt-zoom (PTZ) surveillance cameras allow constructing background
models of wide scenes and, consequently, detecting scene changes, pro-
vided one can accurately map pixels captured from the camera into 3D
space. In other words, background modeling and scene-changes detection
imply camera calibration. In this paper we present a calibration method
for PTZ cameras that does not required physical access to the camera or
the environment nor specific objects or structures in the image sequences
used.

There are several documented methods for camera calibration requir-
ing physical access to the camera such as [2] where intrinsic and radial
distortion parameters are estimated by changing the orientations of a chess
pattern in front of the camera. Past work on active camera calibration was
essentially conducted for intrinsic parameter estimation only. Hartley [5]
presented a self-calibration method for stationary (rotating) cameras and
later Agapitoet al. [1] introduced a self-calibration method for rotating
and zooming cameras. These methods answered the problem of geomet-
ric calibration with methods that did not require physical access to the
cameras to achieve good intrinsic parameters estimation. The method we
propose is very much alike the one proposed by Sinha [7]. The main dif-
ferences lye in the simplicity and reduced computational costs associated
to ours and in the possibility ours offers of using any kind of image se-
quences for calibration provided there is overlapping between images. In
addition, we estimate the radial distortion caused by the camera which is
an effect that attenuates with camera zoom.

The method we propose is composed by a first step calibration pro-
cedure that uses homographies between acquired images to estimate the
camera’s intrinsic parameters at minimum zoom level. With the applica-
tion of a cost function and the use of Levenberg-Marquardt optimization
algorithm we are able to accurately estimate the radial distortion coeffi-
cients at this specific zoom level. The final step of our method enables the
estimation of both the intrinsic parameters and the radial distortion coef-
ficients for progressive zoom steps in a way simpler to that used in the
calibration at minimum zoom level. We do a 3D reconstruction of pixel
points acquired by the camera with a cube based model [3].

2 Camera Model

The pin-hole camera model for the perspective pan-tilt-zoom camera con-
sists of a mapping from 3D projective space to 2D projective space. This
is represented by a 3x4 rank-3 perspective matrix,P. The mapping from
3D to the image plane takes a pointX = [X Y Z 1]T to a pointu = PX in
homogeneous coordinates. The matrixP may be decomposed in

P = Kz[R | t] (1)

wheret is a 3x1 vector that represents the camera location,R is a 3x3
rotation matrix that represents the orientation of the camera with respect
to an absolute coordinate frame andKz is a 3x3 upper triangular matrix
encompassing the intrinsic parameters of the camera:

Kz =
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whereku andkv are the magnifications in the respectiveu andv directions,
u0 andv0 are the coordinates of the principal point of the camera ands
is a skew parameter (in this work we assumes = 0). The pan and tilt
movements are included inR. These movements are simply rotations
about the projective centerO, which is usually chosen to be the world
origin and thust = [0 0 0]T .

Most cameras deviate from the pin-hole model due to radial distor-
tion. This effect decreases with increasing focal length. Due to radial
distortion a 3D pointX is projected to a pointδxd = [δxd δyd ]

T . This
point is deviated from the pointx = [x y]T according to the radial distor-
tion function,ℜz:

[xd yd ]
T = ℜz

(

[x y]T
)

= L(r)[x y]T = (1+ k1r2+ k2r4)[x y]T (3)

wherer =
√

x2+ y2. This radial distortion model corresponds to a sim-
plified two coefficient version of the one proposed by Heikkila [6] where
r is the radial distance (distance from pointx to the center of distortion
(xc,yc)), L(r) is a radially symmetric distortion factor andk1 andk2 are
the two radial distortion coefficients considered. For every zoom levelz,
ℜz is parameterized by(xz

c,y
z
c,k

z
1,k

z
2). In our model the principal point

(u0,v0) is constrained to be the center of distortion.
Concluding, the goal of calibrating a PTZ camera involves estimating

the unknown parameters ofKz andℜz for any pan and tilt angles, while
covering full range of optical zoom, fromz0 to zmax.

3 Calibration Method

The calibration method proposed consists of two steps. The intrinsics
and radial distortion coefficients are first iteratively estimated at minimum
zoom level and then computed for an increasing zoom sequence.

3.1 Calibration at minimum zoom level

The first step of our method is computing the intrinsics and radial distor-
tion coefficients at minimum zoom level (z0). To achieve this images are
captured in a spherical grid. Every arc connecting two images is listed
with informations such as identification of the two connected images,
feature points detected in both and their correspondences. The feature
locations and correspondences are determined with the SIFT algorithm
followed by a match filtering. Homographies between every adjacent
horizontal,Hi and vertical images,Vi are then robustly computed using
RANSAC-based homography estimation and nonlinear minimization [4]
(Chapter 3, p. 108). One of the images,Ir is chosen to be the reference
one and homographies,Ti mapping points from the other images,Ii to
Ir are computed through composition of the previous obtainedHi andVi
homographies.

Corresponding feature points, detected in two or more images, are
back-projected to a unit sphere centered at the camera position using an
estimate of the camera parameters. The corresponding 3D points, back-
projected from different images, are merged into a single 3D mean point.
Then to achieve global image alignment and an accurate geometric cal-
ibration a non-linear optimization of the re-projection error (D) of all
points (uj

i) is applied:

(Kz0∗
,ℜz0∗) = arg min

Kz0
,ℜz0

n

∑
i=1

m(i)

∑
j=1

D(uj
i , Kz0 ℜz0(RiX

j))
2

(4)

whereRi are the rotation matrices for the respective images,m(i) andn
are the feature-count and image-count andX j is a global feature list. This
global minimization problem is solved using the Levenberg-Marquardt
algorithm, implemented in the Matlab functionlsqnonlin. The opti-
mization algorithm is initialized with the matrix of intrinsic parameters
Kz0 obtained using Agapito’set al. method [1] and null radial distortion
coefficients (k1 = 0 andk2 = 0 initialize ℜz0, see Eq. 3).
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Figure 1: Display of different phases of the calibration method. (a) Axis215 PTZ camera, (b) regular grid of images and zoom sequence usedto
calibrate camera,(c) re-projection errors at first iteration of the method, (d) re-projection errors at last (30) iteration of the method, (e) mosaic generated
with intrinsic parameters estimated from Agapito’s method and null radial distortion parameters and (f) mosaic generated with our estimation of
intrinsic and radial distortion parameters.

3.2 Zoom sequence calibration

To achieve a zoom range calibration the camera is fixed at a certain orien-
tation and images with progressively larger zoom levels are acquired. The
computation steps that follow are similar to the ones applied in the mini-
mum zoom calibration method (See Section 3.1). ParametersKzi andℜzi

are iteratively estimated for every zoom leveli with the starting estimates
being the parameters found for zoom leveli−1, Kzi−1 andℜzi−1:

(Kzi∗
,ℜzi∗) = arg min

Kzi
,ℜzi

i

∑
k=i−1

m(k)

∑
j=1

D(uj
k, Kzk ℜzk(Xj))

2
. (5)

To initialize this second step of the calibration method the initial esti-
mates for the parameters are the ones obtained as result of the first step
calibration method,Kz0 andℜz0. Then, the optimization problem, Eq.
5, is solved for every zoom levelzi, i ∈ {1,2, ...,N}, whereN denotes
the maximum zoom level. The estimation of radial distortion parame-
ters from a single zoom sequence has inherent ambiguities as the radial
distortion at a particular zoom level may be compensated by the radial
distortion at another level. We avoided this by keeping the parameters at
zoom levelz0 fixed.

4 Results

The experiments conducted with our method encompassed synthetic and
real data. First a camera with known parameters was simulated and 3D
points were created and randomly placed in front of it. The method was
tested in the presence of matching errors due to different noise levels ap-
plied. For real data testing an Axis 215 PTZ camera (Figure 1 (a)) was
chosen and two sequences of images were used to calibrate the camera
over its full zoom range. A regular grid of 164 images was acquired to
estimate the parameters at minimum zoom level and then a progressive
zoom sequence of 25 images was obtained with the camera at a fixed ori-
entation to calibrate it over its full zoom range (Figure 1 (b)). The initial
estimates at minimum zoom level result from the application of the self-
calibration method proposed by Agapitoet al. [1]. This estimates produce
substantial alignment errors which are reproduced in the re-projectionof
matched feature points in the first image plane (Figure 1 (c)) and result in
a poor mosaic construction (Figure 1 (e)). With our method these initial
re-projection errors are rapidly minimized achieving sub-pixel errorsafter
30 iterations (Figure 1 (d)). The estimates obtained produce an improved
mosaic as represented in Figure 1 (f).

5 Conclusions

In this paper we proposed an automatic calibration method for PTZ cam-
eras. Intrinsic parameters and radial distortion coefficients are estimated
over the full range of pan, tilt and zoom. These estimations are achieved
by computing homographies between images and through minimization
of re-projection errors. Future work will be focused in target and event
tracking using active PTZ cameras. These cameras possess wide panand
tilt ranges and a large zooming capacity so potentially they have great
tracking capacity. Given the calibration method proposed in this paper it
is possible to generate high-definition mosaics of the whole environment
and so it will be possible to accurately track events in the vast majority of
the environment of the camera.
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