Fault detection and isolation of LPV systems using set-valued observers: An application to a fixed-wing aircraft
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A B S T R A C T

A novel fault detection and isolation (FDI) method using set-valued observers (SVOs), for uncertain linear parameter-varying (LPV) systems, is introduced. The proposed method relies on SVO-based model invalidation to discard models incompatible with measured data. When compared to the most common strategies in the literature, the suggested approach: (i) under suitable conditions, guarantees false alarms are avoided; (ii) unlike residual-based architectures, does not require the computation of thresholds to declare faults; (iii) has applicability to a wide class of plants. The performance of the proposed approach is assessed in simulation, using the full nonlinear model of a fixed-wing aircraft longitudinal dynamics.
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1. Introduction

The field of fault detection and isolation (FDI) has been studied since the early 1970s Willsky (1976), and several techniques have, since then, been applied to different types of systems. An FDI device is key in several applications and, in particular, in those that are safety critical. Common examples of systems equipped with FDI devices include aircrafts and a wide range of industrial processes such as the ones described in the following references—Blanke, Izadi-Zamanabadi, Bogh, and Lunau (1997), Blanke, Staroswiecki, and Wu (2001), Isermann (1997), Patton and Chen (1997), Frank and Ding (1997), Esteban (2004), Collins and Tinglun (2001), Alwi and Edwards (2008), Longhi and Moteriu (2009), Mattone and De Luca (2006). For a survey of FDI methods in the literature, see, for instance, Hwang, Kim, Kim, and Eng Seah (2010). An FDI system must be able to bear with different types of faults in sensors and/or actuators, which can occur abruptly or slowly in time. Moreover, model uncertainty (such as unmodeled dynamics) and disturbances must never be interpreted as faults. Notwithstanding the hundreds (or maybe thousands!) of papers in the literature concerning this topic, there are still some open questions related to the performance guarantees provided by these devices.

An active deterministic model-based fault detection (FD) system (see Esteban, 2004, for a description of the typical FD classes available in the literature) is usually composed of two parts: a filter that generates residuals, which should be large under faulty environments; and a decision threshold, which is used to decide whether a fault is present or not—see Willsky (1976), Patton and Chen (1997), Esteban (2004), Frank and Ding (1994), Massoumnia (1986b), Besançon (2003), Bokor and Balas (2004), Blanke, Kinnaert, Lunze, Staroswiecki, and Schröder (2006), Puig, Quevedo, Escobet, Nejari, and de las Heras (2008), Meskin and Khorasani (2009), Wang, Wang, and Shi (2009), Narasimhan, Vachhani, and Rengaswamy (2008), Ducard (2009) and references therein. The isolation of the fault can, in some cases, be done using a similar approach, i.e., by designing filters for families of faults, and identifying the most likely fault as that associated to the filter with smaller residuals.

The main idea in such architectures stems from the design of filters that are more sensitive to faults than to disturbances and model uncertainty. This can be achieved, for instance, by using geometric considerations regarding the plant, as in Massoumnia (1986a, 1986b), Longhi and Moteriu (2009), Bokor and Balas (2004), or by optimizing a particular norm minimization objective, such as the $\mathcal{H}_\infty$- or $l_1$-norm—see Edelmayer, Bokor, and Keveczky (1994), Frank and Ding (1997), Niemann and Stoustrup (2001), Marcos, Ganguli, and Balas (2005), Collins and Tinglun (2001). The latter approach provides, in general, important robustness properties, as stressed in Edelmayer et al. (1994), Mangoubi, Appleby, Verghese, and Vander Velde (1995), Patton and Chen (1997) and Esteban (2004), by explicitly accounting for model uncertainty.

The FDI strategy proposed in this paper uses a different philosophy. Instead of identifying the most likely model of the faulty plant, one discards models that are not compatible with the observations. As shown in the sequel, this method guarantees that there will not be false alarms, as long as the model of the non-faulty plant remains valid. I.e., if the assumptions regarding the bounds on the exogenous disturbances are not violated, and the model of the dynamics of the plant is valid, then no fault is declared. Moreover, one need not
compute the decision threshold used to declare whether or not a fault has occurred. To this end, the technique introduced in Rosa, Silvestre, Shamma, and Athans (2009, 2010), which is based upon the use of set-valued observers (SVOs) – see Witsenhausen (1968), Schweppe (1968, 1973), Milanese and Vicino (1991) and Shamma and Tu (1999) and references therein for an overview on SVOs – is extended.

In this paper, an application example of a new FDI method based on SVOs is provided, and the performance of the aforementioned technique when applied to the detection of faults in an aircraft is addressed. The performance of the approach is assessed in simulation, by deliberately generating faults in the nonlinear aircraft model. The key criteria of this evaluation are the time required to diagnose a failure, and the robustness of the method against model uncertainty and exogenous disturbances.

The remainder of this paper is organized as follows: Section 2 introduces the robust SVOs that are going to be used for FDI; Section 3 presents the methodology to design FD filters using SVOs, and discusses some of the approaches to modeling several types of faults; Section 4 extends the ideas in Section 3 for isolating the faults; Section 5 presents the full nonlinear longitudinal aircraft dynamic model and the corresponding LPV approximation; simulation results for the nonlinear dynamic model of the longitudinal dynamics of an aircraft are presented in Section 6; and finally, Section 7 summarizes some of the conclusions regarding this paper.

2. Set-valued observers

As shown in the sequel, the problem of “disqualifying” dynamic models of a system can be tackled using set-valued observers (SVOs)–see Witsenhausen (1968), Schweppe (1968, 1973) and Milanese and Vicino (1991). One assumes that the non-faulty plant can be represented by an uncertain (possibly time-varying) discrete-time linear system, with uncertain initial conditions, and excited by bounded but unknown exogenous disturbances, i.e.,

\[
\begin{aligned}
x(k+1) = & \left( A(k)+A_{f}(k) \right) x(k) + L_{g}(k)d(k) \ (k) + (B(k)+B_{f}(k))u(k), \\
y(k) = & \left( C_{l}(k)+C_{f}(k) \right) x(k) + n(k),
\end{aligned}
\]  

(1)

where \( x(k) \) is the state of the system, \( u(k) \) is the control input, \( y(k) \) is the measured output, \( x(0) \) is the initial state of the system. The matrices \( A(k) + A_{f}(k) \) and \( C_{l}(k) + C_{f}(k) \) are the linearized matrices, while \( B(k) + B_{f}(k) \) and \( L_{g}(k) \) are the uncertain matrices.

For the sake of simplicity, \( v \) is used instead of \( v_{y} \) whenever \( N \) can be inferred from the context. Also, for a matrix \( M \in \mathbb{R}^{n} \), let

\[
\begin{bmatrix}
M \\
-M
\end{bmatrix}.
\]

Furthermore, it is assumed that

\[
A_{f}(k) = A_{1}(k)A_{2}(k)A_{3}(k) \cdots + A_{n_{f}}A_{n_{f}}(k),
\]

for \( |A_{i}(k)| \leq 1, i = 1, \ldots, n_{f} \). The scalars \( A_{i}(k), i = 1, \ldots, n_{f} \), represent parametric uncertainties, while the matrices \( A_{k}(k), i = 1, \ldots, n_{f} \), are the directions which those uncertainties act upon. For the time being, it is assumed that

\[
B_{f}(k) = 0, \quad C_{f}(k) = 0, \quad k \geq 0.
\]

This assumption will be dropped in the sequel, and is considered here just for the sake of clarity.

The goal here is to find \( x(k+1) \), based upon (1) and with the additional knowledge that \( x(k) \in X(k), x(k−1) \in X(k−1), \ldots, x(k−N) \in X(k−N) \) for some finite \( N \). It is further required that for all \( x \in X(k+1) \), there exists \( x(0) \in X(0) \) such that the observations are compatible with (1). In other words, \( X(k+1) \) should be the smallest set containing all the solutions to (1). A procedure for discrete time-varying linear systems was introduced in Shamma and Tu (1999), and preliminary results of the extension of this technique to uncertain plants were presented in Rosa et al. (2009, 2010).

However, for plants with uncertainties, the set \( X(k+1) \) is, in general, non-convex, even if \( X(k) \) is convex. Thus, it cannot be represented by a linear inequality as in (2). The approach suggested in Rosa et al. (2009), which assumes that rank\(\{A(k)\} = 1 \) for all \( i \in \{1, \ldots, n_{f}\} \), is to overbound this set by a convex polytope, therefore, adding some conservatism to the solution.

It is presented, in the sequel, a different approach, which does not require the rank assumption on the \( A(k) \) matrices, and that reduces to the procedure in Rosa et al. (2009) whenever such a rank condition is verified. This approach amounts to solving (1) for the vertices of the hyper-cube defined by \( |A_{i}(k)| \leq 1, i = 1, \ldots, n_{f} \), and \( j = k−N+1, \ldots, k \), as explained next.

Indeed, consider a realization of (1) where \( A_{i}(j) = A_{i}^{*}(j), \ i = 1, \ldots, n_{f} \), and \( j = k−N+1, \ldots, k \), and denote by \( \nu_{k}(j) \) the corresponding uncertainty maps, i.e.,

\[
\nu_{k}(j) = A_{1}(j)A_{2}(j)A_{3}(j) \cdots + A_{n_{f}}A_{n_{f}}^{*}(j).
\]

Then, the technique in Shamma and Tu (1999) can be used to design an SVO which computes a set-valued estimate of the state of the plant, by noting that (1) with \( A_{i}(j) = A_{i}^{*}(j), i = 1, \ldots, n_{f} \), and \( j = k−N+1, \ldots, k \), is equivalent to stating that there exist \( x(k+1), \ldots, x(k−N+1) \), \( y(k), d(k), \ldots, d(k−N+1) \), such that,

\[
B(k)u(k) 
\]

\[
\begin{bmatrix}
\nu_{k}(j) \\
\vdots \\
\nu_{k}(j−N+1)
\end{bmatrix}.
\]
where

\[ \mathbf{P}(k) = \begin{bmatrix}
1 & -F_0^1 & 0 & 0 & \cdots & -F_0^n & 0 & 0 & \cdots \\
1 & 0 & -F_1^1 & 0 & \cdots & -F_1^n & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & 0 & 0 & 0 & \cdots & -F_0^{n-1} & -F_0^n & 0 & \cdots \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots \\
\end{bmatrix} \]

\[ \mathbf{M}_2 = \begin{bmatrix} C_{\mathbf{x}(k)} \end{bmatrix}, \quad \mathbf{m}_k = \begin{bmatrix} \frac{1}{\pi} \log(k) \end{bmatrix} \]

\[ \mathbf{M}_k \] and \( \mathbf{m}_k \) are defined such that \( X(k) = \text{Set}(\mathbf{M}_k, \mathbf{m}_k) \), \( \mathbf{L}_k = \mathbf{L}_0(k) \) and

\[ \mathbf{F}_k^n := \mathbf{F}_k^n(\Delta^*) \rightarrow (\mathbf{A}(k) + \mathbf{A}_f(k)) \cdots (\mathbf{A}(k-m) + \mathbf{A}_f(k-m)). \]

Notice that (3) can be obtained from the constraints on the disturbances and on the initial state, and from the relations

\[ \begin{align*}
\mathbf{y}(k+1) &= \mathbf{C}(k)\mathbf{x}(k+1) + \mathbf{n}(k+1), \\
\mathbf{x}(k+1) &= \mathbf{F}_k^n(\Delta^*) \mathbf{x}(k), \\
\mathbf{x}(k+1) &= \mathbf{F}_k^n(\Delta^*) \mathbf{x}(k) + \mathbf{L}_k(k) \mathbf{d}(k+1) + \mathbf{L}_k(k) \mathbf{d}(k), \\
\mathbf{x}(k+1) &= \mathbf{F}_k^{n-1}(\Delta^*) \mathbf{x}(k-N+1) + \cdots + \mathbf{L}_k(k) \mathbf{d}(k). 
\end{align*} \]

For given \( \Delta^*(j), i = 1, \ldots, n_A, \) and \( j = k-N+1, \ldots, k, \) the Fourier-Motzkin elimination method (see Keerthi & Gilbert, 1987; Shamma & Tu, 1999) can be used to reduce (3) to an inequality of the form \( \mathbf{M}_j(k) \mathbf{x}(k+1) \leq \mathbf{m}_j(k). \) To see this, note that

\[ [\mathbf{x}^T(k+1), \ldots, \mathbf{x}^T(k-N+1), \mathbf{d}^T(k), \ldots, \mathbf{d}^T(k-N+1)]^T \in \mathbb{R}^{n+n_N \cdot N}. \]

which means that (3) is a polytope defined in \( \mathbb{R}^{n+n_N \cdot N}. \) Thus, by projecting this polytope onto the subspace of the first \( n \) coordinates, one obtains a description of all the admissible \( \mathbf{x}(k+1), \) which does not depend upon \( \mathbf{x}(k), \ldots, \mathbf{x}(k-N+1), \) nor \( \mathbf{d}(k), \ldots, \mathbf{d}(k-N+1), \) as depicted in Fig. 1.

Let \( \mathbf{v}_i, \) for \( i = 1, \ldots, 2^n_{n_A}, \) denote a vertex of the hyper-cube

\[ C := \{ \mathbf{x} \in \mathbb{R}^{n_n} \mid ||\mathbf{x}|| \leq 1 \}. \]

where \( \mathbf{v}_i \rightarrow \mathbf{v}_i = \mathbf{v}_j. \) Then, denote by \( \hat{\mathbf{x}}_i(k), \) the set of points \( \mathbf{x}(k+1) \) that satisfy (3) with \( \mathbf{A}_j^* = \mathbf{A}_i, \) and with \( \mathbf{x}(k) = \hat{\mathbf{x}}_i(k). \) The notation \( \mathbf{A}_1^* = \mathbf{A}_i \) is used to indicate that \( \mathbf{A}_1^*(m) = \mathbf{A}_i(m) \) for \( m = k-N+1, \ldots, k, \) and \( \mathbf{A}_j^* = \mathbf{A}_i \) to indicate that

\[ \Delta^* \rightarrow \begin{bmatrix} \Delta^*(k) \\
\Delta^*(k-N+1) 
\end{bmatrix} = \mathbf{v}_i. \]

Further define

\[ \hat{\mathbf{x}}_i(k+1) := \text{co}[\hat{\mathbf{x}}_{i,1}(k), \hat{\mathbf{x}}_{i,2}(k), \ldots, \hat{\mathbf{x}}_{i,2^n_{n_A}}(k+1)], \]

where \( \text{co}[\mathbf{p}_1, \ldots, \mathbf{p}_m] \) is the smallest convex set containing the points \( \mathbf{p}_1, \ldots, \mathbf{p}_m, \) also known as the convex hull of \( \mathbf{p}_1, \ldots, \mathbf{p}_m. \)

Since \( \hat{\mathbf{x}}_i(k+1) \) can be, in general, non-convex even if \( \mathbf{x}(k) \) is convex, \( \hat{\mathbf{x}}_i(k+1) \) is used to overbound the set \( \hat{\mathbf{x}}_i(k+1). \) As seen in the sequel, \( \hat{\mathbf{x}}(k+1) \) is an estimate of \( \hat{\mathbf{x}}(k+1) \) which contains the latter set. An illustration of this for \( n_m = 1, \) i.e., for a single uncertainty, and for \( N = 1 \) is depicted in Fig. 2.

One advantage of using \( \hat{\mathbf{x}}(k+1) \) instead of another convex set is stated in the following proposition.

**Proposition 1.** Suppose that a system described by (1) with the aforementioned constraints, and assume that \( X(0) \subseteq \mathcal{X}(0), \) Then \( X(k) \subseteq \mathcal{X}(k) \)

\[ \forall k \in \{0, 1, 2, \ldots \}. \]

**Proof.** Denote by \( X_i(k+1) \) the set of points \( \mathbf{x}(k+1) \) that satisfy (1) with the aforementioned constraints, and with \( \Delta^*(k), \ldots, \Delta^*(k-N+1) \) \( \mathbf{v}_i \) and \( \mathbf{x}(k) \in \mathcal{X}(k), \ldots, \mathbf{x}(k-N+1) \in \mathcal{X}(k-N+1), \)
Further define
\[ X^*(k+1) = \text{co}(X_N, x(k+1), X_N(k+1), \ldots, X_N(n_0)(k+1)). \]

Then, it is clear that \( X^*(k+1) \subseteq \tilde{X}(k+1) \) if \( \tilde{X}(j) \subseteq \tilde{X}(j), \) for \( 0 \leq j \leq k. \)

By induction, it is straightforward to conclude that \( X^*(i) \subseteq \tilde{X}(i) \) for all \( i \in \{0, 1, 2, \ldots, n_1\}, \) since it was assumed that \( \tilde{X}(0) \subseteq \tilde{X}(0). \)

Hence, the only thing left to prove is that \( X(k) \subseteq X^*(k). \) To see this, note that the disturbances and control input in (1) do not add any non-convexities to the set-valued estimate of the state at each sampling time. Therefore, without loss of generality, assume that \( d(t) \equiv 0 \) and \( u(t) \equiv 0 \) in (1). Let \( x^* \in X(k) \) be obtained by using a vector \( \Delta \in C. \)

Thus, it can be defined as
\[
\begin{align*}
\mathbf{x}^* &= \left[ x_0(k) + \Delta_0 \right] \\
&= \left[ x_0(k) + \Delta_0 \right] \\
&= \left[ x_0(k) + \Delta_0 \right]
\end{align*}
\]

where \( x \in \tilde{X}(k-N), 0 \leq \Delta \leq 1, \) for \( i \in \{1, \ldots, N\}, \) and assuming a single uncertainty, \( |\Delta(i)| \leq 1, \) \( i \geq 0, \) for the sake of simplicity.

(Recall that, in this scenario, \( \Delta = [\Delta^1(k) \ldots \Delta^N(k)]^T. \) It will now be shown that \( x^* \) can be obtained as a convex combination of points satisfying (1), with \( d(t) \equiv 0, u(t) \equiv 0, x(k-N) \in \tilde{X}(k-N), \) and for \( \Delta \) in the vertices of \( C. \)

Define
\[
\begin{align*}
\Delta^1(k) &= A(k) + \Delta_1^1(k), \\
\Delta^2(k) &= A(k) - \Delta_1(k),
\end{align*}
\]

and let
\[
\begin{align*}
x_1^1 &= \Delta^1(k-1) \Delta^1(k-2) \cdots \Delta^1(k-N) x, \\
x_1^2 &= \Delta^2(k-1) \Delta^2(k-2) \cdots \Delta^2(k-N) x,
\end{align*}
\]

where \( x \in \tilde{X}(k-N). \) Now let
\[
\begin{align*}
x_1 &= \left[ x_1^1 \Delta^1(k-1) \Delta^1(k-2) \cdots \Delta^1(k-N) x, \\
x_2 &= \left[ x_2^1 \Delta^2(k-1) \Delta^2(k-2) \cdots \Delta^2(k-N) x,
\end{align*}
\]

Notice that \( x_1^2 \) is a convex combination of \( x_1^1 \) with \( x_2^1, \) while \( x_2^2 \) is a convex combination of \( x_1^1 \) with \( x_2^1, \) and so on. Straightforward but tedious calculations show that
\[
x_1^{N+1}(\Delta^1, \ldots, \Delta^N) = \left[ x_1^{N+1}(\Delta^1, \ldots, \Delta^N) \right].
\]

Hence, by comparing (6) with (7), one gets
\[
\begin{align*}
x(k+1) &= A(k) x(k) + B(k) u(k) + L_d(k) d(k),
\end{align*}
\]

where \( L_d(k) = B_1(k) u(k) \) and \( d(k) \) is an exogenous disturbance with \( |d| \leq 1. \)

The uncertainty in \( C_d(k) \) requires a more detailed analysis. Indeed, consider a dynamic system, \( S, \) described by
\[
\begin{align*}
\begin{cases}
x(k+1) = A(k) x(k) + B(k) u(k) + L(k) d(k), \\
y(k) = C(k) x(k) + n(k)
\end{cases}
\end{align*}
\]

with the aforementioned constraints, and \( A(k) \in \mathbb{R}^{n_2}. \) It is also assumed that \( |\Delta(k)| \leq 1. \)

Notice that \( S \) is equivalent to
\[
S = (\tilde{S}_0 + \tilde{N}) + \sum_{j=1}^{n_1} (\tilde{S}_j + \tilde{N}),
\]

where, for \( j \in \{1, \ldots, n_1\}, \)
\[
\begin{align*}
\tilde{S}_j : \quad \begin{cases}
x_j(k+1) = A(k) x(k) + B(k) J_j u(k) + L(k) J_d(k) d(k), \\
y_j(k) = C(k) x(k)
\end{cases}
\end{align*}
\]

Notice that (10) describes an LPV system with uncertain input. Nevertheless, the exogenous disturbances are now multiplied by the uncertainties \( \Delta_j(k), \) and hence \( \tilde{S}_j \) depends upon \( \Delta_j(k) \) and \( d(k) \) in a bilinear fashion. However, this can be avoided by introducing the following relaxation. Since \( |\Delta_j(k)| \leq 1, \)
\[
\tilde{d}_j(k) := \Delta_j(k) d(k) \Rightarrow |\tilde{d}_j(k)| \leq |d(k)|.
\]

Thus, by substituting \( \Delta_j(k) d(k) \) in (10) by \( \tilde{d}_j(k) \) as in (11), one obtains a description of the system which is linear in the unknown variables, at the cost of some conservatism due to the implication in (11).
3. Fault detection using SVOs

In this section, an SVO-based method to detect faults is introduced. Since a fault can be defined as a deviation of the plant dynamics from the nominal model, an SVO can be used to detect such a mismatch between the predicted and the actual output of the system. As further stressed in the sequel, this nominal model of the plant must account for unmodeled dynamics, exogenous disturbances and measurement noise.

The following proposition is used to detect faulty behaviors of plants that are modeled by systems represented by (1).

**Proposition 3.** Consider a non-faulty plant described by (1) and a corresponding SVO, as introduced in Section 2. Then, if \( \hat{X}(k) = \emptyset \) for some \( k \geq 0 \), a fault has occurred at some time \( k_0 \), where \( k_0 \leq k \).

**Proof.** If \( \hat{X}(k) \) is empty for some \( k \), then the observations are not compatible with the model of the plant. Since it was assumed that the non-faulty plant can be described by (1), one concludes that a fault has occurred.

Using Proposition 3, the architecture depicted in Fig. 4 can be used to tackle the problem of fault detection for discrete-time LPV systems. Notice that the FD filter is composed of an SVO and a logic block, which decides whether a fault is diagnosed or not, according to the emptiness or not of the set-valued estimate of the state at each sampling time.

3.1. The (in)distinguishability problem

The sufficient condition in Proposition 3 guarantees that there will be no false alarms, unless model (1) does not properly describe the nominal plant. It does not, however, provide any guarantees in terms of fault detection, after a certain fault has occurred in the actual system. Indeed, it may happen that a fault is not detected using the approach presented herein. Assuming that (1) adequately describes the plant model, there are two reasons that can justify a missed detection of a fault using the proposed technique:

1. The conservatism added due to the convexification of the set of admissible state values, can lead to the validation of certain observations, that are in fact not compatible with (1).
2. The input/output data sequence generated by the faulty plant can, under certain circumstances, be generated also by the nominal plant, for the prespecified level of state disturbances, model uncertainty, and measurement noise. If such an event can never occur, it is said that the faulty and the nominal plant are distinguishable.

These topics are still under research and some preliminary results are presented in Rosa and Silvestre (2011). The interested reader is further referred to Grewal and Glover (1976), DiStefano (1977), DiStefano and Cobelli (1980), Walter, Lecourtier, and Happel (1984), Lou and Si (2009) and Johansson (2009).

**Remark 2.** Proposition 3 can only guarantee that there will be no false alarms, as long as the bounds on the exogenous disturbances are not violated. However, in several applications, such an assumption may not be plausible from a practical point of view, and thus the probability of violating such bounds can be used as an upper bound on the likelihood of having false alarms.

4. Fault isolation using SVOs

The fault isolation techniques available in the literature aim at identifying a very precise faulty behavior, after a general fault is detected. This means that, unlike an FD filter, an FDI filter should not only be able to detect a faulty behavior of a plant, but also to provide information regarding its location. In particular, FDI filters should be able to separate between the three broad types of failures enumerated in the sequel.

The proposed technique is also suitable for fault isolation, as long as the corresponding model of the fault is considered during the design of the SVOs. The main idea in this case is to resort to model invalidation, as follows (see Rosa, Silvestre, & Athans, 2011, for further details on model falsification using SVOs). As an example, suppose that there are three possible faulty models, \( M^1 \), \( M^2 \) and \( M^3 \), for a given plant, plus a nominal model, \( M^4 \). The goal is to decide which model (if any) is able to justify the input/output data that one is obtaining from the sensors and actuators’ commands. Therefore, assume that, at a given initial time, \( t_0 \), all the four models are plausible, as depicted in Fig. 5. Further suppose that, at time \( t_1 \), model \( M^4 \) is invalidated, i.e., the sensors readings cannot be explained by model \( M^4 \). Hence, since this is the nominal model, one concludes that a fault has occurred.

Moreover, consider that, at time \( t_2 \), model \( M^2 \) is invalidated and that, finally, model \( M^1 \) is invalidated at time \( t_3 \). Then, one concludes that the only model capable of explaining the input/output time-series generated by the plant is model \( M^3 \). Thus, a fault was properly detected at time \( t_1 \) and isolated at time \( t_3 \).

In this paper, an alternative to the model invalidation methods in Poolla, Khargonekar, Tikku, Krause, and Nappal (1994) and Bianchi and Sánchez-Peña (2010) is proposed, that compares the whole input/output sequence generated by the plant up to a given time instant, with the dynamic model of the plant. Contrary to the aforementioned solutions, the technique presented herein relies on a recursive algorithm, which is, in general, more suitable for real-time implementation.

4.1. Architecture I

Consider, for instance, a loss-of-effectiveness type of fault in one actuator. As described in the sequel, this fault can be modeled by multiplying the actuator input signal by a constant \( \lambda \in [0,1] \). Therefore, consider an SVO, as described in Section 2, designed for
a plant with this type of uncertainty. Then, such an SVO would validate observations from a model with any value of \( \lambda \in [0, 1] \) and, in particular, for \( \lambda = 1 \), which corresponds to the nominal plant.

Indeed, the architecture described in the sequel, referred to as Architecture I and depicted in Fig. 6(a), assumes that the fault isolation filters provide valid set-valued estimates for the state of plant, not only for the faulty plant, with a specific fault, but also for the non-faulty plant. In addition, one SVO for the non-faulty (probably uncertain and time-varying) plant – referred to as nominal SVO – can be used to detect the fault. As described in Section 3, the set-valued estimate for the state of the plant, obtained from this observer, is non-empty, if the plant does not present a faulty behavior. If the state estimate of the nominal SVO is the empty set, a fault has occurred. A fault is completely isolated whenever a single fault isolation filter has a non-empty set-valued state estimation.

However, under certain circumstances, it may not be convenient to assume that the dynamic systems modeled by the fault isolation filters include the nominal model of the plant. As an example, suppose that one is interested in detecting faults \( F_1, F_2, \ldots, F_N \). If Architecture I is used, one FD filter and \( N \) fault isolation filters are required. Each of these fault isolation filters computes two set-valued estimates for the state of the plant: one for the non-faulty model, \( \hat{X}_{\text{nom}} \); and one for the faulty plant, with the corresponding failure, \( \hat{X}_{\text{failure}} \). Moreover, the SVOs require these set-valued estimates to be convex regions. Hence, the set-valued estimate of each fault isolation filter can be written as \( \hat{X}_i = \lambda(\hat{X}_{\text{nom}}, \hat{X}_{\text{failure}}) \). This can add conservatism to the solution, and thus the isolation of the faults may become more difficult. A solution to overcome this problem is presented in the sequel.

4.2. Architecture II

The architecture described in what follows, referred to as Architecture II, requires two additional SVOs, besides the faults isolation SVOs, namely:

1. one SVO for the non-faulty (probably uncertain and time-varying) plant—referred to as nominal SVO;
2. another SVO – referred to as Global SVO – providing set-valued estimates of the state, which are valid not only for the non-faulty plant, but also for the faulty plant.

The nominal SVO is used for fault detection only. Notice that this SVO produces state estimates valid not only for the nominal model of the plant, but also for any plant belonging to the family of admissible plants. If the state estimate of this SVO is the empty set, a fault has occurred. Hence, the fault isolation SVOs are initialized with the state estimate of the Global SVO. A fault is completely isolated whenever a single fault isolation SVO has a non-empty set-valued state estimation.

The proposed FDI architecture is depicted in Fig. 6(b). It should be stressed that the FD filters that are designed for specific faults are only initialized with the set-valued state estimate of the Global SVO when they are signaled by the nominal FD filter that a fault has occurred.

Architecture II is a general approach which, however, may lead to some practical problems, since the set-valued state estimate of the aforementioned Global SVO can be very large, which, in turn, can increase the fault isolation period.

4.3. Types of faults

The focus of this paper is on three broad classes of failures that can be found in the literature, namely system dynamics failures, actuator failures, and sensor failures. It is presented, in the sequel, an outline of the description of each of the aforementioned classes of failures.

4.3.1. System dynamics failures

System dynamics failures can be used to describe significant changes in the model of the plant that can be in general interpreted as changes in one or more elements of matrix \( A \) of the dynamic system in (1). These changes can be modeled by the parametric uncertainties in (1) and, thus, the SVOs can be used to detect and isolate such a class of faults.

Typical examples of such failures include icing and broken surfaces in aircrafts (Esteban, 2004).

4.3.2. Actuators failures

Another important type of failures are those in the actuators. Such faults can, in general, be described by changes in matrix \( B \) in (1), and/or changes in the input signal, \( u(t) \). Mathematically, this can
be described by

\[
\begin{aligned}
    x(k+1) &= A(k)x(k) + A_d(k)x(k) + L_d(k)d(k) + B_k(k)u(k) + M(k)m(k), \\
    y(k) &= C(k)x(k) + n(k),
\end{aligned}
\]  

where \( M(k)m(k) \) accounts for the fault. It should be noticed that this model can describe a broad range of actuator faults, as summarized in Table 1 for a single control input plant—see Esteban (2004) and references therein for further details.

The model described by (12) is clearly compatible with (1) and, hence, the SVOs can also be used to detect and isolate actuator faults.

### 4.3.3. Sensors failures

Finally, sensors failures can also be treated in a similar manner. Consider the following description of the plant,

\[
\begin{aligned}
    x(k+1) &= A(k)x(k) + A_s(k)x(k) + L_s(k)d(k) + B(k)u(k), \\
    y(k) &= C(k)x(k) + m(k) + Q(k)q(k),
\end{aligned}
\]  

where \( Q(k)q(k) \) accounts for the sensor fault. Table 2 summarizes the most common sensor faults and corresponding models.

Similarly to what happened in the previous cases, the model described by (13) is also compatible with (1) and, therefore, the SVOs can be used for fault detection and isolation of sensor failures.

### 5. Aircraft longitudinal LPV model

One of the main objectives of this paper is to illustrate the applicability and performance of the FDI strategy introduced in the previous sections, to the model of the longitudinal dynamics of a fixed-wing aircraft. In particular, the Eclipse Unmanned Air Vehicle (UAV) described in Samy, Postlethwaite, and Gu (2011) and Chen (2010) is considered. Some of the properties of this type of UAV are defined in Table 3. It should be noticed that, for the implementation of the proposed FDI strategy, the dynamics of the plant must be described by an LPV model. Thus, this section will also address the problem of describing the longitudinal dynamics of the aircraft through an LPV model. Nevertheless, this LPV model is only used to design the SVOs. For the simulation results presented in Section 6, the full nonlinear model of the longitudinal dynamics of the aircraft is used instead.

The motion of the UAV can be described by a 6 degrees-of-freedom model, as follows:

\[
\begin{aligned}
    \dot{u}(t) &= \frac{1}{m}X(t) - q(t)w(t), \\
    \dot{w}(t) &= \frac{1}{m}Z(t) - q(t)u(t), \\
    \dot{q}(t) &= \frac{M(t)}{I_y}, \\
    \dot{\theta}(t) &= q(t), \\
    \dot{p}_N &= u(t)\sin(\dot{\theta}(t)) + w(t)\sin(\dot{\theta}(t)), \\
    \dot{h} &= u(t)\cos(\dot{\theta}(t)) - w(t)\cos(\dot{\theta}(t)),
\end{aligned}
\]  

where \( X(t), Z(t), \) and \( M(t) \) are the axial force, normal force, and pitching moment, respectively. The remaining notation has been widely used in the aerospace community (cf Stevens & Lewis, 2003), although it should be noticed that \( u(t) \) refers to the forward airspeed, in the body frame, and should not be confused with the control input in (1). Furthermore, define the angle-of-attack (AOA) of the UAV as

\[
\alpha(t) = \arctan\left(\frac{w(t)}{u(t)}\right),
\]

and the airspeed as

\[
V_{AS}(t) = \sqrt{u^2(t) + w^2(t)}.
\]

The forces \( X(t) \) and \( Z(t) \), and moment \( M(t) \), are due to aerodynamic, engine thrust and gravitational effects. The aerodynamic effects are generated by the wings, fuselage, and surfaces of the UAV, and are functions of \( \alpha(t) \), \( \dot{z}(t) \), \( V_{AS}(t) \), \( q(t) \), of the air density, and of the deflection of the control surfaces.

Thus, it is clear that the longitudinal dynamics of an aircraft are highly nonlinear, and depend on several (time-varying) parameters, such as the dynamic pressure and the aerodynamic coefficients. However, in wing-level flight, these dynamics are well-described by LPV models, which depend upon the airspeed, \( V_{AS} \). In particular, using the derivations in Chen (2010), one obtains the following LPV description of the longitudinal dynamics of the Eclipse UAV:

\[
\frac{d}{dt}x(t) = A(V_{AS})x(t) + B(V_{AS})\delta(t),
\]  

where the state is defined as

\[
x(t) = \begin{bmatrix} u(t) \\
            w(t) \\
            \theta(t) \\
            \dot{\theta}(t) \\
            q(t) \end{bmatrix},
\]

the control input is given by

\[
\delta(t) = \begin{bmatrix} \eta(t) \\
                        \tau(t) \end{bmatrix},
\]

where \( \eta(t) \) is the deflection of the elevator and \( \tau(t) \) is proportional to the thrust force. Finally, the matrices of the dynamics are

\[
A(V_{AS}) = \begin{bmatrix} a_{11} & a_{12} & a_{13} & a_{14} & a_{15} & a_{16} \\
                       a_{21} & a_{22} & a_{23} & a_{24} & a_{25} & a_{26} \\
                       a_{31} & a_{32} & a_{33} & a_{34} & a_{35} & a_{36} \\
                       a_{41} & a_{42} & a_{43} & a_{44} & a_{45} & a_{46} \\
                       a_{51} & a_{52} & a_{53} & a_{54} & a_{55} & a_{56} \\
                       a_{61} & a_{62} & a_{63} & a_{64} & a_{65} & a_{66} \end{bmatrix},
\]

and

\[
B(V_{AS}) = \begin{bmatrix} b_{11} & b_{12} & b_{13} & b_{14} & b_{15} & b_{16} \\
                       b_{21} & b_{22} & b_{23} & b_{24} & b_{25} & b_{26} \\
                       b_{31} & b_{32} & b_{33} & b_{34} & b_{35} & b_{36} \\
                       b_{41} & b_{42} & b_{43} & b_{44} & b_{45} & b_{46} \\
                       b_{51} & b_{52} & b_{53} & b_{54} & b_{55} & b_{56} \\
                       b_{61} & b_{62} & b_{63} & b_{64} & b_{65} & b_{66} \end{bmatrix}.
\]
given by
\[
A(V_{AS}) = \begin{bmatrix}
X_u & X_w & X_{\theta} & X_q \\
Z_u & Z_w & Z_{\theta} & Z_q \\
0 & 0 & 1 & 0 \\
M_u & M_w & M_{\theta} & M_q
\end{bmatrix}, \quad B(V_{AS}) = \begin{bmatrix}
X_q & X_{\gamma} \\
Z_{\gamma} & 0 \\
0 & 0 \\
M_{\gamma} & M_{\tau}
\end{bmatrix},
\] (16)
where
\[
X_u = -0.00102 V_{AS} - 0.009115,
X_w = 0.00018 V_{AS} + 0.025 V_{AS} - 1.0499,
X_{\theta} = -9.67,
X_q = -0.00166 V_{AS} + 0.2308 V_{AS} - 10.037,
X_{\gamma} = 0.026,
X_{\tau} = 24.76,
Z_u = -8.66 \times 10^{-5} V_{AS} + 0.01249 V_{AS} - 0.5699,
Z_w = -0.08199 V_{AS} - 0.10375,
Z_{\theta} = -0.001358 V_{AS} + 0.1679 V_{AS} - 5.4519,
Z_q = 1.012 V_{AS} - 0.77,
Z_{\gamma} = 0.0001159 V_{AS} + 4.04 \times 10^{-5} V_{AS} - 0.001415,
M_u = 0.56146 V_{AS} - 0.03426 V_{AS} - 0.1425,
M_w = -0.02817 V_{AS} - 0.001135,
M_{\theta} = -0.0001475 V_{AS} + 0.01824 V_{AS} - 0.5922,
M_q = 0.04614 V_{AS} - 0.08368,
M_{\gamma} = 0.00021 V_{AS} - 0.00015 V_{AS} + 0.005065,
M_{\tau} = -0.294.
\]

In the following section, the LPV model in (15) is going to be used to design the SVOs for the FDI method described in Section 4. However, for the simulation of the dynamics of the UAV, the nonlinear model in (14) will be used instead.

6. Simulation results

This section presents a series of simulations, performed in MATLAB, that illustrate the applicability of the SVFs in fault detection and isolation for a fixed-wing aircraft. The aircraft nonlinear model (14) for the longitudinal axis, presented in Section 5, is used. By resorting to the LPV model in (15), discretized with a sampling period of \( T_s = 10 \) ms, a fault detection filter as in Section 4 was synthesized in order to diagnose faults in the longitudinal dynamics of the aircraft. As previously mentioned, notice that the LPV model is used solely for the design of the SVFs, while the nonlinear model is used for simulation purposes. Both the exogenous disturbances, \( d(k) \), and the sensors noise, \( n(k) \), were generated by using band-limited white noise. Moreover, three fault isolation filters were also designed using the approach in Section 4, in order to isolate the following failures in the aircraft:

1. FDI #1: additive fault in the angle-of-attack, \( \alpha \), sensor;
2. FDI #2: loss-of-effectiveness of the elevator, \( \eta \);
3. FDI #3: increased pitch moment derivative with respect to longitudinal speed (system dynamics fault).

The aforementioned system dynamics fault represents a severe change in the dynamics of the aircraft caused, for instance, by a damaged stabilizer.

The FDI architecture used is depicted in Fig. 7. In this case, the FDI filters were designed so that loss-of-effectiveness types of faults can be diagnosed. Thus, as explained in detail in Section 4, the FDI filters need not be reset whenever a fault is detected by the nominal filter.

**Remark 3.** In the following simulations, the faults were assumed to be happening separately. Having simultaneous faults requires FDI/SVO filters that are specifically designed for more than one fault. Therefore, all the possible combinations of faults have to be considered, if more than a single fault is assumed to be occurring at a time.

As described in Section 4, since three possible faults are considered, four SVOs are required for Architecture I. Indeed, set-valued state estimates are provided by

1. SVO #1, for the nominal (i.e., non-faulty) system;
2. SVO #2, for the system with a faulty angle-of-attack sensor;
3. SVO #3, for the system with a faulty elevator;
4. SVO #4, for the system with an uncertain pitch moment partial derivative with respect to \( u \).

**Remark 4.** SVF #2 was designed by increasing the allowable \( \alpha \)-sensor noise, so that additive sensor faults are compatible with the model of the system. For the third SVO, however, the fault cannot be handled by considering increased noise in the sensors. As described in Section 2, this is achieved instead by defining an uncertain input matrix, described by

\[
B(k) + B_1(k) \Lambda(k).
\]

Finally, the fourth SVO is designed by considering, for each \( k \), an \( A(k) \) matrix with uncertain value of \( M_e \)—see (16).

An LQG controller was designed for the aircraft’s linearized model, about the nominal airspeed of \( V_{AS} = 37 \) m/s and nominal angle-of-attack of \( \alpha_{\text{trim}} = 0.01 \) rad, and was connected to the loop.

Three different scenarios are going to be analyzed in the sequel.

6.1. Step-type faults

The first one consists in generating large step-type faults in the angle-of-attack sensor, in the elevator, and in the dynamics. Consider a step-type additive fault in the angle-of-attack, \( \alpha \), sensor. In particular, for \( t \geq 0.5 \) s, a constant signal with amplitude set at about 10% of the sensor range, which corresponds to \( 3^\circ \), is added to the noisy measurement of \( \alpha \), as depicted in Fig. 8.

For the elevator, a hard-type of fault was also considered. In particular, it is assumed that, for \( t \geq 0.5 \) s, the effectiveness of this actuator is suddenly decreased to 50% of its normal operating condition.

Finally, for the fault in the dynamics, it is considered that, for \( t \geq 0.5 \) s, the pitch moment partial derivative with respect to \( u \), denoted by \( C_{M_e} \), is increased by 30%.
6.2. Hard faults

It should be noticed, however, that step-type faults are, in general, “easier” to detect. Indeed, for the second scenario, faults in the angle-of-attack sensor, elevator, and dynamics, that can still be considered as hard faults, are analyzed, but assuming that they do not occur instantaneously, and thus represent more realistic failures. In particular, an additive fault in the angle-of-attack sensor is considered, as illustrated in Fig. 9, with \( TR = 1 \text{s} \) and \( A = 5 \), where \( TR \) and \( A \) denote the ramp duration and the amplitude of the fault, respectively. Regarding the elevator, it is assumed that the effectiveness of the surface linearly decreases in \( TR = 1 \text{s} \), from 100% to 50%. Finally, for the fault in the dynamics, the value of \( M_u \) is linearly increased, during \( TR = 1 \text{s} \), up to 130%.

6.3. Soft faults

As a final scenario, the so-called runaway or soft faults in the angle-of-attack sensor, in the elevator, and in the dynamics, are analyzed. For this case, let \( TR = 4 \text{s} \) and \( A = 5 \), for the fault in the angle-of-attack sensor—see Fig. 10. Similarly to what was done in the previous scenarios, it was considered that the effectiveness of the elevator linearly decreases from 100% to 50% in \( TR = 4 \text{s} \), while the value of \( C_{M_u} \) is increased up to 130% of its nominal value, also in \( TR = 4 \text{s} \).

This type of faults is considerably harder to be detected and isolated, as the effects of such failures do not have an immediate impact on the measured data. Furthermore, to some extent, they may be indistinguishable from sensor noise or exogenous disturbances.

6.4. Results—time-to-detect

The results obtained by averaging 10 Monte-Carlo simulation runs for each fault considered are now described, in terms of the time required to detect the faults. Fig. 11 summarizes these results. Notice that the sampling period is \( T_s = 10 \text{ms} \), which means the step-type faults in the \( z \)-sensor were detected and isolated, for the present example, in a single measurement. This, however, only happened since this is a considerably severe and fast type of fault, which directly violates the dynamic model of the system, given the bounds on the measurement noise and exogenous disturbances. Nevertheless, if such bounds are violated in practice in the healthy system, then a false alarm may be issued by the algorithm. As stressed in Remark 2, the probability of having this type of false alarms is directly related to the likelihood of violating the bounds on the measurement noise and exogenous disturbances. It should also be stressed that the faults in the elevator and in the dynamics, even if severe, are only detected after 20 ms. This is due to the fact that these types of faults have
to go through the dynamics of the system, before they can be measured by the sensors.

The smoother faults are, as expected, more difficult to be detected. In fact, since the proposed FDI method does not account for any a priori probability distribution regarding the exogenous disturbances and measurement noise, additive faults in the sensors with small amplitudes are not detected by this approach. Therefore, while the magnitude of the fault is comparable to the magnitude of the measurement noise, the non-faulty model of the plant is not invalidated. Nevertheless, the time required to detect each of these faults is below 0.5 s.

Remark 4. Each SVO requires between 5 and 200 ms per sampling period, to perform all the necessary computations, using an Intel Xeon CPU at 2.6 GHz, and depending on the horizon N in (3). Indeed, for larger values of N, the processing time required by each SVO may be above the sampling period, thus jeopardizing the implementability of the technique. Such an issue can be circumvented by (i) increasing the computational power, (ii) increasing the sampling period, or (iii) decreasing the horizon N. It should also be noticed that, due to their underlying structure, Architectures I and II can both benefit from standard parallel processing tools.

6.5. Results—time-to-isolate

The time required to isolate the faults is now analyzed. The results are summarized in Fig. 12.

A fault is isolated only when all but one SVO provides non-admissible residuals to decide whether a fault occurred. In such strategies, this decision naturally requires the definition of a (possibly time-varying) threshold, used to declare a fault whenever it is smaller than a given residual. The approach presented in this paper need not the definition of a threshold, and hence simplifies significantly the design of the FDI filters.

Fig. 12. Average fault isolation times (in milliseconds), for several types of faults.

The applicability of the proposed FDI technique was demonstrated in simulation, using the full nonlinear model of the longitudinal dynamics of a fixed-wing aircraft, while the SVOs were developed using a linear parameter-varying (LPV) approximation of those dynamics. The simulation results show that the detection and isolation of the faults take, in general, only a few iterations. It was also noticed that, as expected, abrupt faults are easier to detect than smooth faults, using this approach. The results obtained indicate that this methodology holds considerable promise for practical applications.

The algorithms proposed, however, cannot be used, without performing any modification, to detect that a given fault has recovered. This goal may be achieved by restarting all the SVOs with the set-valued state estimate provided by the Global SVO, once the dynamics can again be described by the healthy model of the system.
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