
RoboCup-2000: The Fourth Roboti Soer World ChampionshipsEdited by Peter Stone with �Minoru Asada (humanoid), Tuker Balh (workshop), Ra�aelo D'Andrea (Cornell team),Masahiro Fujita (legged), Bernhard Hengst (UNSW team), Gerhard Kraetzshmar (mid-size),Pedro Lima (engineering hallenge), Nuno Lau (FC Portugal team), Henrik Lund (RoboCup Jr.),Daniel Polani (sienti� hallenge), Paul Serri (simulation), Satoshi Tadokoro (resue),Thilo Weigel (CS Freiburg team), and Gordon Wyeth (small-size)November 28, 2000AbstratThe Fourth Roboti Soer World Championships was held from August 27th to September 3rd, 2000,at the Melbourne Exhibition Center in Melbourne, Australia. In total, 83 teams, onsisting of about 500people, partiipated in RoboCup-2000 and about 5,000 spetators wathed the events. RoboCup-2000showed dramati improvement over past years in eah of the existing roboti soer leagues (legged,small-size, mid-size, and simulation), while introduing RoboCup Jr. ompetitions and RoboCup Resueand Humanoid demonstration events. The RoboCup Workshop, held in onjuntion with the hampi-onships, provided a forum for exhange of ideas and experienes among the di�erent leagues. This artilesummarizes the advanes seen at RoboCup-2000, inluding reports from the hampionship teams andoverviews of all the RoboCup events.1 IntrodutionRoboCup is an international researh initiative that enourages researh in the �elds of robotis and arti�ialintelligene, with a partiular fous on developing ooperation between autonomous agents in dynamimultiagent environments. A long-term grand hallenge posed by RoboCup is the reation of a team ofhumanoid robots that an beat the best human soer team by the year 2050. By onentrating on a smallnumber of related, well-de�ned problems, many researh groups both ooperate and ompete with eah otherin pursuing the grand hallenge.RoboCup-2000 was held from August 27th to September 3rd, 2000, at the Melbourne Exhibition Centerin Melbourne, Australia. In total, 83 teams, onsisting of about 500 people, partiipated in RoboCup-2000.Over 5,000 spetators wathed the events. RoboCup has been advaning steadily, both in terms of size andtehnologial level sine the �rst international event in 1997 whih inluded 35 teams [34, 1, 6℄. Spei�ally,RoboCup-2000 showed dramati improvement in eah of the existing roboti soer leagues (legged, small-size, mid-size, and simulation), while introduing RoboCup Jr. ompetitions and RoboCup Resue andHumanoid demonstration events.In addition to the simulation-based and roboti events, the RoboCup-2000 workshop provided a forumfor exhange of ideas and experienes among the di�erent leagues. 20 oral presentations and 20 posters werepresented, from whih four papers were nominated for the RoboCup sienti� and engineering hallengeawards. These distintions are given annually for the RoboCup-related researh that shows the most potentialto advane their respetive �elds.This artile summarizes the advanes seen at RoboCup-2000. The following 4 setions desribe the 4soer-based ompetition leagues, inluding reports from the respetive hampions, UNSW (legged), CornellBig Red (small-size), CS Freiburg (mid-size), and FC Portugal (simulation). The next setion introdues�Eah setion of this paper represents the work of many individiuals in addition to the listed author. Please see the referenesfor publiations with omplete author lists. 1



Figure 1: The Legged Robot Platform.RoboCup Resue|a disaster resue based researh e�ort designed to transfer RoboCup-related researh tohumanitarian goals. RoboCup Jr., the RoboCup eduation e�ort aimed at shool hildren is disussed inthe following setion. Sheduled to debut as a full league in 2002, the RoboCup humanoid e�ort held ademonstration in Melbourne, whih is desribed in the next setion. The artile onludes with overviewsof the RoboCup workshop and the 2 hallenge award winners.2 The Sony Legged Robot LeagueSine RoboCup-99, all partiipants in the Sony legged robot league have been using the quadruped robotplatform [52℄ whih is similar to the ommerial entertainment robot AIBO ERS-110 (see Figure 1). Thesetup and the rules of the RoboCup-2000 legged ompetition were based on those of RoboCup-98 [11℄. Eahteam has 3 robots, and the size of �eld is 1.8m x 2.8m. Objets suh as the ball and goals are painteddi�erent olors. In addition, there are 6 poles with di�erent olors at known loations for self-loalization.As is the ase in human soer, there are penalties and regulations that govern the play. We introdued twohanges from the previous year's rules in order to keep the game owing and to enourage development of\team play" strategies. First, we introdued an obstrution rule, by whih a robot that does not see the ballbut is bloking other robots is removed from the play. Seond, we modi�ed the penalty area and appliedthe \two defender rule:" if there are two or more defenders in the penalty area, all but one is removed. Asa result, the ball beame stuk in the orner muh less frequently. Moreover, the hampion team, UNSW,implemented teammate reognition in order to avoid obstruting a teammate that was ontrolling the ball.12 teams from 9 ountries were seleted to partiipate in the RoboCup 2000 Sony Legged Robot League:Laboratoire de Robotique de Paris (Frane), University of New South Wales (Australia), Carnegie MellonUniversity (USA), Osaka University (Japan), Humboldt University (Germany), University of Tokyo (Japan),University of Pennsylvania (USA), MGill University (Canada), Sweden United team (Sweden), MelbourneUnited team (Australia), University of Rome (Italy), and University of Essex (UK). The �rst 9 teams abovepartiipated in the previous year's ompetition; the last 3 teams were new partiipants.2.1 Championship CompetitionFor the ompetition, we divided the 12 teams into 4 groups of 3 teams eah. After a round robin withinin eah group, the top 2 teams in eah group proeeded to the �nal tournament. This year's hampion isUNSW, followed by LRP in seond plae, and CMU in third plae.One signi�ant improvement this year over past years was ball ontrolling tehnique. In RoboCup-99,the University of Tokyo team introdued the tehnique of propelling the ball with the robot's head, whihan make the ball move a longer distane than an an ordinary kiking motion. This year almost all the2



teams implemented their own heading motion. Another impressive ahievement for ontrolling the ball wasintrodued by UNSW. Their robots put the ball between their front legs, turned to hange their headingwhile ontrolling the ball, and then kiked (pushed) the ball with both legs. This tehnique is very eÆientfor shooting the ball a long distane in a target diretion.2.2 RoboCup ChallengeIn addition to the hampionship ompetition, every year we ontinue to hold the \RoboCup Challenge" as atehnial routine ompetition. The hallenge ompetition fouses on a partiular tehnology more than thehampionship ompetition. This year we had 3 di�erent tehnial routine hallenges: (1) a striker hallenge,(2) a ollaboration hallenge, and (3) an obstale avoidane hallenge.The striker hallenge was the simplest. The ball and one robot were plaed in randomly seleted positions(and orientation) on the �eld. The robot had to put the ball in the goal as quikly as possible. If it wasunable to do so within 3 minutes, then the distane from the ball to the goal at the end of that period wasmeasured. Note that the initial positions and orientation were seleted after all the teams submitted theirmemory stiks with their developed software.The ollaboration hallenge was de�ned in order to enourage the development of a passing behavior.There were two robots, one of whih was put in the defensive half of the �eld (passer); the other was put inthe o�ensive half (shooter). The passer and the shooter had to stay on their respetive halves of the �eld,and the shooter had to kik the ball into the goal.The obstale avoidane hallenge was also de�ned in order to enourage the development of team strategyas well as the ability to avoid a robot from the opposite team. One robot and the ball were plaed on the�eld as in the striker hallenge. In addition, two obstales|a teammate robot with a red uniform and anopponent robot with a blue uniform|were plaed at seleted positions. The player had to sore a goalwithout touhing the obstales. In both the ollaboration and obstale avoidane hallenges, the time tosore was reorded.In order to omplete the tehnial routine hallenges, teams had to develop reognition algorithms forother robots, the half line, the ball, and the goals. Loalization was also an important tehnology for thehallenges.In the striker hallenge, 6 teams sored goals in an average time of 90 seonds. In the ollaborationhallenge, 6 goals were sored in an average of 100 se. In the obstale avoidane hallenge, 4 teams soredin an average of 112 se. All in all, about half of the partiipating teams were able to ahieve the objetivesof the 3 RoboCup Challenge tasks. UNSW won the hallenge ompetition; Osaka University �nished seond;and CMU �nished in third plae.2.3 UNSW: Legged League ChampionUNSW won the RoboCup-2000 Sony Legged Robot League as well as the legged robot hallenge event. Thissetion gives an overview of the tehnial innovations behind their suess.2.3.1 Main AlgorithmUNSW divides the team into two �eld players and one goalie. The �eld player robots try to get behind theball and run at it. The �eld is divided into regions and robots behave slightly di�erently aross regions.There are 3 main skills: dribbling, head-butting, and kiking. The skill to be exeuted depends on theheading of the robot, the heading of the ball relative to the robot, and the region the robot is in. Near theedge of the �eld, a slower and more \stable" walk is adopted so the legs do not get stuk on the edge.The strategy of the goalie is to stay lose to the enter of the goal, faing the opposition goal, whilelooking for the ball. It loalizes itself by looking at the �eld markers. When it sees the ball, the goalie movesforward to a �xed radial distane from the goal enter faing the ball. If the ball omes lose enough thegoalie will move forward and attempt to head-butt or kik the ball away from its own goal as if it were a�eld player. To avoid an own goal, the goalie turns lokwise if it is on the right side of the goal area andounter-lokwise if it is on the left side. This skill not only may allow the robot to �nd the ball, but alsohas the e�et of spinning the ball out towards the enter of the �eld.3
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Figure 2: The software arhiteture of UNSW.Regarding team play, UNSW players an reognize robots when they are lose using vision and infraredsensors. When a robot sees a teammate and the ball is not too lose, it baks up or walks sideways dependingon the heading of the teammate. When a robot sees an opponent, it takes a more aggressive role: it doesnot spend muh time getting behind the ball. If the robot is not faing its own goal, it runs at the ball inan attempt to take the ball away from the opponent.UNSW has four main omponents to its software arhiteture (See Figure 2).1. A vision system whih uses olor tables to reognized blobs, onverting them to objets suh as beaons,goals or the ball. Metris suh as diretion and distane are generated at the same time.2. A loalization routine whih updates the position and diretion of the robot eah time �eld objets arereognized and eah time the robot moves.3. A parameterized walking routine whih drives the legs and head e�etors based on diretions from thestrategy module.4. A strategy module whih ombines various skills or behaviors that have been oded using a hierarhialrule based format.2.3.2 Vision SystemThe images aptured by the robot's amera are initially represented as a YUV image. The Y (intensity of apixel) plane (0-255) is divided into 14 di�erent planes. For eah plane, UNSW tries to draw a polygon to �tthe training data for eah olor. So for eah plane, there is one bitmap �le for UV values (olor omponentsof a pixel) based on the polygons.The YUV image is onverted into a C-plane. UNSW uses a fast algorithm to form olor blobs in theC-plane. Note that they set the olor bitmap �les in suh a way that eah pixel gets lassi�ed as one oloronly, i.e., polygons do not overlap. Using the reognized blobs, UNSW alulates sizes and entroids to formobjets. There are also some \sanity heks" to throw away spurious data or unwanted objets.Regarding the olor alibration, a olor lass is de�ned for eah of the beaon, robot marker, goal andball olors. Eah of the 25 sample images has its 88 x 60 pixels manually lassi�ed by olor. This somewhattime-onsuming exerise, whih needs to be repeated every time lighting onditions hange, provides thetraining data (y-value, u-value, v-value, olor lass) neessary to learn a more general olor lassi�ationhypothesis.First, a satter diagram is drawn for eah olor from the training data showing the u-v values for di�erentranges of y-values. Instead of restriting the olor lass hypothesis spae to u-v retangles used by someothers, non-overlapping polygons are �tted using an iterative proedure whih expands a smaller polygon to4



inlude most of the training data for eah olor and eah range of y-values. A polygon is a muh better �tto the typially wedge shaped olor lusters evident in the satter diagram. If the polygons for the variousy-ranges are staked up on top of eah other a 3D solid emerges representing eah olor lass in YUV spae.The learned three dimensional YUV array for the olor lasses is stored in a table on the memory stikallowing the robot to quikly lassify pixels from new images by looking up whih olor lass the pixel belongsto from its YUV value.2.3.3 LoalizationUNSW's loalization maintains 3 variables: x,y oordinate and heading of the robots. Beaons and goals are�xed. When a robot sees a beaon, it knows the heading of the beaon and based on the size, it estimatesthe distane. If it sees two beaons, then it uses a triangular formula to alulate its position. If it sees onlyone beaon, it adjusts its position based on the heading and distane of the beaon and where it thinks it ison the �eld.2.3.4 LoomotionThe loomotion uses a trot gait (diagonally opposite legs lifting simultaneously). The paws are driven in aretangular lous alulated to give the robot a onstant veloity over the ground. The orientation and sizeof the lous of the various legs determines whether the robot moves forward-bakward, left-right or turns onthe spot. Head movements are driven at the same time but independently from the legs.2.3.5 StrategiesWhen the robot is far away from the opponent's goal, the robot does not have to line up the ball and thegoal to go for the ball. All it needs to do is knok the ball to the other half. But, when it's near the goal ittakes a di�erent approah. It always tries to line up the goal and the ball and uses the dribbling skill.3 The Small-Size Robot LeagueSmall-Size robot teams onsist of up to 5 robots that an eah �t into an area of 180 m2 (hene thealternative name Formula 180 or F180). The robots play on a green-arpeted table-tennis-sized �eld withsloping walls. The rules permit a amera to be perhed above the �eld to be used with an o�-�eld omputerfor a global vision system. This system is used to trak the players, opponents and the ball. During a gamethe robots use wireless ommuniation to reeive traking information from the o�-�eld omputer as wellas ommands or strategi information. No human intervention is allowed exept for interpretation of thehuman referee's whistle.The F180 games are exiting to wath as these robots an move quikly. The orange golf ball used as thesoer ball is propelled at speeds of over 3 m/s by ingenious kiking mehanisms. With the preise visualinformation from the global vision system the robots themselves an move at speeds over 1 m/s with smoothontrol. Nevertheless, robots moving at these speeds an and do have spetaular ollisions. Intentionalfouls an lead to robots being sent from the �eld under the shadow of a red ard.The need for speed and ontrol has given the small-size league a reputation as the \engineering" league.Engineering disiplines inluding eletro-mehanial design, applied ontrol theory, power eletronis, digitaleletronis and wireless ommuniations have been the dominating fators in suess in this league overreent years. Suessful teams have typially demonstrated robot speed and powerful kiking rather thanelegant ball ontrol and sophistiated team strategies.3.1 RoboCup 2000Sixteen teams from nine di�erent nations ompeted for the Small-Size Champion's trophy. The early roundsof the ontest demonstrated the depth of the league, with some quality teams being eliminated during theround robin setion. In partiular, the MuCows from Melbourne University, Australia ahieved remarkableperformane in their �rst year in the ontest but were unluky to lose in a high lass group. As well as solid5



all-around performane, the team from Melbourne showed their engineering skill with a high-bandwidth, lowpower ommuniations system that was seemingly immune to the problems experiened by most ompetitors.Three Small-Size teams hose not to use the global vision system; instead these teams relied on on-boardvision apture and proessing to sense the environment. These teams demonstrated that it is possible tobuild vision hardware suitable for real time proessing within the severe size onstraints of the F180 league.The ViperRoos from the University of Queensland, Australia had the distintion of beoming the �rst loalvision team to beat a global vision team|the sore was 2:0. However, none of the loal vision teams wereable to reah the �nals.The eight �nalists all had exellent tehnial merit. Team Crimson from Korea has a ustom videoproessing board that extrats the position of the players and the ball at the full NTSC video rate of 60Hz. It does so without ever bu�ering the video in RAM, so that the position information is delayed byonly 1/60th of a seond. With suh a small delay in vision proessing ombined with highly responsiverobots, Team Crimson was apable of extremely fast and ontrolled motion. However, due to problems withommuniations (and some last minute ode hanges!) the team was knoked out in the quarter �nals.The Frenh team from the Universite Pierre et Marie Curie were the only team to sore against theeventual hampions, Big Red from Cornell University. The Frenh urved path planning system allowedthem to soop the ball from in front of the opposition and make highly e�etive attaks on goal. They wereunluky to be knoked out by Cornell in their quarter �nal.The �rst semi-�nal between FU-Fighters from the Freie Universitat of Berlin, Germany and the RoboRoosfrom the University of Queensland, Australia showed a ontrast of styles. The RoboRoos, ompeting forthe third onseutive year, had relied on smooth ontrol and an adaptive team strategy to reah the �nals,whereas the FU-Fighters used fast, aggressive trajetories with an extremely powerful kiker. The FU-Fighters showed lear dominane winning the math 3:0.The seond semi-�nal between Cornell and Luky Star from Ngee Ann Polytehni in Singapore was thelosest math of the Small-size tournament. The math was 0:0 at full time, playing through a period ofsudden death extra time to ome down to a penalty shoot out that was deided at 4:3. Luky Star ombinednovel eletro-mehanial design with exellent ontrol to ahieve their result. Their robots had an extremelye�etive kiking mehanism that was integrated in a narrow body design. The narrow body enabled therobots to slip between defenders to get to the ball, despite the rowding of the �eld. Their vision and ontrolwas suÆiently good that they would reliably kik the ball despite the small kiking fae of the robot. LukyStar won third plae in the ontest.The team from Cornell went on to win the �nal against the FU-Fighters onviningly. Figure 3 is a shotfrom the �nal game. This is the seond onseutive year that Cornell has won the small-size hampionshipand the seond year that FU-Fighters have ome seond. While it might seem natural to attribute theirahievements to novel eletromehanial design suh as FU-Fighter's powerful kiker or Cornell's dribblingdevie (desribed below), it is also apparent that these robots are superbly ontrolled. As these ontrol issues,along with the other fundamental engineering issues, are addressed on an even sale aross the ompetition,other fators suh as e�etive team strategies will ome more into play.3.2 Cornell Big Red: Small-Size ChampionsBig Red from Cornell repeated as hampion of the small-size league at RoboCup 2000. The RoboCupompetition is an exellent vehile for researh in the ontrol of omplex dynamial systems. From aneduational perspetive, it is also a great means for exposing students to the systems engineering approahfor designing, building, managing, and maintaining omplex systems.In an e�ort to shift the urrent emphasis of the ompetition away from simple strategies to more ompli-ated team-based strategies, the main emphasis of this year's team was to play a ontrolled game. In otherwords, in a game without ball ontrol, e�etive strategies essentially onsist of overloading the defensive areaduring a defensive play (the so alled \atenaio" in human soer, a strategy that is very e�etive, if notextremely dull and frustrating for the spetators), and shooting the ball towards open spae or the goal areain the opponent's half during o�ensive plays. This was, in fat, the simple role-based strategy adopted byour hampionship team in 1999, whih was shown to be extremely e�etive [7℄.In order to bring ontrol to the RoboCup ompetition, the Cornell team developed two eletro-mehanial6



Figure 3: The small-size league �nal game.

Figure 4: Bottom view, omni-diretional drive Figure 5: Angled view, dribbling mehanisminnovations and the assoiated ontrol strategies to render them e�etive: omni-diretional drive and drib-bling. Due to spae limitations, we restrit our desription to these two features, followed by the underlyingfeedbak ontrol strategy whih allowed the Cornell team to make full use of them.3.2.1 Omni-Diretional Drive and DribblingThe Cornell Team implemented a very e�etive way of position ontrol this year. This ontrol was ahievedby plaing three pairs of wheels at loations that are at the verties of an imaginary triangle (see Figure 4).Eah pair of wheels has an ative degree of freedom and a passive one, the ative one being in the diretionof the rotation of the motor, and the passive one being the one perpendiular to it. Loosely speaking,sine the drive diretions are pair-wise linearly independent, and the number of degrees of freedom on atwo dimensional surfae is three (two translational and one rotational), one an independently ontrol thetranslation and the rotation of the robot by a judiious hoie of drive veloities.The dribbling mehanism is a rotating bar with a latex over plaed just above the kiking mehanism(see Figure 5). Upon ontat with the ball, the rotation of the bar imparts a bakward spin on the ball; thebar is strategially plaed suh that the net omponent of the fore on the ball is always towards the robot,7
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Desired orientationFigure 6: Blok diagram representation of trajetory generationwhih is ahieved without violating the 20% onvexity rule. 1The omni-diretional drive, oupled with the dribbling mehanism, greatly inreases the potential apabil-ities of the robots (we stress the word potential, sine it is not obvious that a real-time ontrol strategy an bedeveloped to fully utilize these features). The main apability whih is rendered possible by this ombinationis the e�etive reeiving of passes, whih must be entral to any sophistiated team-based strategy.3.2.2 Trajetory Generation and ControlThe overall trajetory generation and ontrol sheme for one robot is depited in Figure 6. Starting from theVision blok, the alulated position and orientation of the robot is fed to a predition blok, whih alulatesthe best estimate of the position and orientation of the robot in the robot temporal frame based on the visiondata and the history of the ommanded veloities. The Trajetory Generation blok solves a relaxation of anoptimal ontrol problem to alulate the future robot veloity pro�le required to reah the presribed �nalposition and �nal veloity in either the shortest possible time, or in a presribed amount of time using theleast amount of ontrol e�ort; a similar step ours for the robot orientation. The dynamis of the motorsand the robots are taken into aount to ensure that the generated veloity pro�les are feasible. Afteronverting this data to wheel veloities, this information is fed to the robots via wireless ommuniation. Aloal ontrol loop on the robot regulates the atual wheel veloities about the desired wheel veloities.3.2.3 Obstale avoidaneThe Cornell team displayed advaned obstale avoidane, in large part due to the hierarhial deompositionof overall robot ontrol into trajetory generation, and the higher level algorithms used to determine whereto send the robots. In the simplest ase, the algorithm is based on determining if a ollision will take plae,followed by drawing tangents to the �rst obstale known to be in the path to the destination. One thetangent points are known, trajetories are generated for the destinations with the tangent points as via-points, and the feasible path with either the shortest time or the least amount of ontrol e�ort is followed.A re�nement of the above algorithm is used for multiple obstales, and when obstales are suÆiently loseto eah other.1The onvexity rule states that no more than 20% of the ball along any dimension an be within the onvex hull of therobot. 8



3.2.4 ObservationsThe proposed inrease in the �eld size2 will greatly reward teams that implement e�etive team play. Westrongly feel that the dribbling mehanism will greatly improve the quality of the game, and allow teams toe�etively use sophistiated team-based strategies. The main bene�t of the omni-diretional drive mehanismis a simpli�ation of the resulting ontrol problem, whih greatly redues the omputation required forgenerating nearly optimal trajetories, and thus free up omputational resoures for higher level ontroldeisions; we do not feel, however, that it will be a neessary feature of future ompetitive teams. It is lear,however, that suessful future teams must seriously address dynamis and ontrol issues, suh as estimation,oping with system lateny, robustness, and optimal ontrol; only by doing so an the full bene�ts of teamplay and ooperation be ahieved.4 The Middle-Size Robot LeagueThe RoboCup F2000 League, ommonly known also as middle-size robot league, poses a unique ombinationof researh problems, whih has drawn the attention of well over 30 researh groups world-wide.4.1 Environment and RobotsThe playing environment is designed suh that the pereptual and loomotion problems to be solved arereasonably simple, but still hallenging enough to ignite interesting researh. The �eld size is urrently9m� 5m. The goals have olored walls in the bak and on the sides (yellow/blue). The �eld is surroundedby white walls (50m height) that arry a few extra markings (squared blak markers of 10m size plusblak-and-white logos of sponsors in large letters). A speial orner design is used and marked with twogreen lines. The goal lines, goal area, enter line and enter irle are all marked with white lines. The ballis dark orange. Illumination of the �eld is onstrained to be within 500 and 1500 lux. Mathes are playedwith teams of four robots, inluding the goalie.The robots must have a blak body and arry olor tags for team identi�ation (light blue/magenta).Quite elaborate onstraints exist for robot size, weight, and shape. Roughly, a robot body may be upto about 50m in diameter and be up to 80m in height; must weigh less than 80kg; and must have noonavities large enough to take up more than one-third of the ball's diameter. The robots must arry allsensors and atuators on-board; no global sensing system is allowed. Wireless ommuniation is permittedboth between robots and between robots and outside omputers.4.2 Researh ChallengesThe most notable di�erene from the F180 league is that global vision is not permitted. In a global ameraview, all the robots and the ball move, while the goals, the walls and the markings of the �eld remain �xed.If the moving objets an be traked suÆiently fast in the video stream, all the positions and orientationsare known and a global world model is available. The situation is ompletely di�erent in F2000, where theameras on top of the robots are moving through the environment. All the usual diretional ameras, andmost omnidiretional ameras, an pereive only a small part of the environment. This greatly ompliatestasks like �nding the ball, self-loalizing on the �eld, loating teammates and opponents, and reatingand updating a world model. In addition, the vast majority of F2000 robots are ompletely autonomous,arrying all sensors and omputational equipment onboard, whih makes them muh larger and heavier. Fastmovements are muh more diÆult to ontrol. These are two of the main reasons why F2000 robots play atmuh slower speeds than F180 robots.The diÆulties desribed above exert a strong fore to new teams to think about robot design, andrepeatedly new teams with new hardware designs have displayed stunning �rst-time appearanes at RoboCuptournaments. This year we had another two examples: CMU Hammerheads from USA and GOLEM fromItaly, eah of whih introdued a new mobile base into the middle-size league. The Hammerheads use a2At all RoboCup ompetitions so far, the �eld has been the size of a table tennis table. The �eld may be widened forRoboCup 2001. 9



modi�ed version of the ommerially available Cye robot, a di�erential drive base with a trailer attahedto it. The GOLEM robots feature a triangular omnidiretional drive design based on mehanum wheels,whih provided for the best ombination of maneuverability and speed the F2000 league has seen so far. Thedrive design of the GOLEM robots was omplemented by the use of only a single sensor: an omnidiretionalamera with a ustom-made mirror design, whih provided the robot with a omplete view of the �eld fromvirtually every position. The lever ombination of these two key design deisions allowed the GOLEMteam to apply muh simpler tehniques for loalization and world modeling as well as ation seletion, whihsigni�antly redued development time.4.3 RoboCup-2000 TournamentFifteen teams partiipated in the RoboCup-2000 middle-size league tournament. The rules for the middle-size robot league were only marginally hanged from last year, whih gave teams the opportunity to fouson software improvements rather than the design of new hardware. The play shedule was designed to giveall teams ample opportunity to gain pratial playing experiene, with a total of 57 games. Eah team wasassigned to one of two groups, with 7 and 8 teams, respetively, for the quali�ation rounds. Eah groupplayed a single round robin shedule, suh that eah team played at least six or seven games. The four topteams in eah group went to the playo� quarter�nals.In this year's tournament, we had more exiting mathes than ever, with quite a number of surprisingperformanes. Most teams had previous tournament experiene and showed signi�ant progress over previousplay levels. In addition, we had two remarkable newomers this year, CMU Hammerheads from the UnitedStates and GOLEM from Italy, both of whih made it to the quarter�nals, a remarkable suess, espeially fornew teams. The other teams reahing the quarter�nals were last year's hampion Sharif CE from Iran, RMITUnited from Melbourne, Australia, the Osaka University Trakies from Japan, and the three German teamsGMD Robots, Bonn, Agilo Robouppers from Munih, and CS Freiburg. GOLEM, Sharif CE, Trakies, andCS Freiburg quali�ed for the semi�nals. The semi�nals and �nals mathes were the most exiting games inmiddle size league history, wathed by a rowd of more than a thousand enthusiasti spetators. Both thethird-plae game and the �nal game took penalty shootouts to determine the winners. Last year's hampionSharif �nished 3rd after tying the Trakies 1:1 at full-time and winning the penalty kiks 3:2. The �nal gamebetween Freiburg and GOLEM was tied 3:3 at full-time. During the penalty shootout, Freiburg �rst soredthree of �ve penalty kiks. Then, it was GOLEM's turn and they sored the �rst penalty kik. Exitementwas at its peak when they missed the next two. Freiburg defended the next one as well and beame theRoboCup-2000 middle size league hampion.4.4 Lessons Learned and Future DevelopmentsWhen the newomer team Sharif CE from Iran won last year, many observers attributed their superiorperformane largely to their new hardware design, whih gave them more speed and more maneuverabilitythan most other teams. With the GOLEM team from Italy, we had yet another team with a new mobileplatform making it to the �nals. Many AI people were onerned that the fous in F2000 would shift mainlyto new mehanial designs and hardware work. However, this year CS Freiburg won the hampionshipbeause of their superior software apabilities; exept for slightly redesigned kikers, the hardware designhas remained almost the same sine the team started out in 1998. Many teams have muh faster, moremaneuverable robots than Freiburg.After a year of keeping the rules virtually unhanged, it is now time to think about modi�ations thatpromote researh partiularly in two diretions:� Making robots more robust and reliable. Comparatively small hanges in the environment often disturbthe robots' performanes signi�antly. Reduing the dependeny on environmental olor oding and todevelop fast and robust algorithms for pereptual tasks like objet detetion, objet loalization, andobjet traking is an essential goal for future researh.� Enhaning playing skills. Most robots push or kik the ball with a simple devie; only few robots oulddemonstrate dribbling apabilities, suh as taking the ball around an opponent in a ontrolled manner.10



Playing skills an be improved by more thorough appliation of learning tehniques. In addition, weneed to relax some of our onstraints on robot's form and shape in order to promote the design ofinnovative ball manipulation devies.Rule hanges to foster researh in these diretions an be expeted for future tournaments.4.5 CS Freiburg: Middle-Size ChampionsAfter winning RoboCup in 1998 and oming in third in 1999, CS Freiburg won the hampionship at RoboCup2000 again. One of the reasons for this suess is most probably the aurate and reliable self-loalizationmethod based on laser range �nders [13℄. However, while this was basially enough to win the ompetitionin 1998, it was neessary to work on a number of di�erent problem areas in order to stay ompetitive. Sine1998, the CS Freiburg team has worked in the areas of� improving the basi ball handling skills,� improving the ation seletion mehanism,� improving team play, and� improving sensor data gathering and interpretation.These points are desribed in muh more detail in another paper [49℄.In partiular the �rst point implied some redesign of the hard- and software. Figure 7 shows one of theredesigned CS Freiburg robots with the new kiking devie and movable �ngers. However, a new kiker anda new way of steering the ball is not enough. It is also neessary to develop basi behaviors that exploit thenew hardware and to develop a mehanism for seleting the appropriate behavior in a given situation.

Figure 7: CS Freiburg player mounting SICK LRF, olor amera, Libretto laptop, WaveLan wireless ethernetand ustom-made new kiking devie.4.5.1 New Tatial Skills: Dribbling and Rebound ShotsFor this years ompetition, the CS Freiburg team put a lot of e�ort in developing a new set of basi skills torespond to a large number of di�erent game situations. In the following some of the most important skillsare desribed.To get hold of the ball a player moves to a position behind the ball following a ollision-free trajetorygenerated by a path planning system whih onstantly (re)plans paths based on the player's pereption of theworld (GoToBall). The system is based on potential �elds and uses A� searh for �nding its way out of loal11



(a) (b)Figure 8: A CS Freiburg players' view of the world while (a) dribbling and (b) ball-passing. Cirles denoteother robots and the small irle in front of the player orresponds to the ball. Lines almost parallel tothe �eld borders are pereived by the laser range �nder. The other lines leading away from the player areevaluated by the skills.minima. If lose to the ball a player approahes the ball in a reative manner to get it preisely between the�ngers while still avoiding obstales (ApproahBall). One in ball possession, a player turns and moves theball arefully until faing in a diretion whih allows for an attak (TurnBall). If the player is right in frontof the opponent's goal, it kiks the ball in a diretion where no obstales blok the diret way to the goal(ShootGoal). Otherwise it �rst heads towards a lear area in the goal and turns sharply just before kikingin ase the opponent goalkeeper moved in its way (MoveShootFeint). However if obstales are in the way tothe goal, the player tries to dribble around them (DribbleBall) unless there is not enough room. In this asethe ball is kiked to a position lose to the opponent's goal by also onsidering rebound shots using the walls.In the event of being too lose to an opponent or to the �eld border the ball is propelled away by turningquikly in an appropriate diretion (TurnAwayBall). If a player gets stuk lose to an obstale it tries tofree itself by �rst moving away slowly and (if this doesn't help) then trying random moves(FreeFromStall).Players ful�lling strategi tasks position themselves following ollision-free paths (GoToPos) to dynami-ally determined positions. From these positions the players either searh the ball if not visible (SearhBall)by rotating onstantly or observe it by turning until faing it (ObserveBall).In RoboCup-2000, the CS Freiburg team seemed to be one of the few teams apable of e�etively dribblingwith the ball and the only one whih exploited deliberately the possibility of rebound shots using the walls.Therefore these two skills will be desribed in more detail.Figure 8(a) shows a sreen-shot of a player's loal view while dribbling. In every yle, potential ontin-uations of the urrent play are onsidered. Suh ontinuations are lines to points loser to the opponent'sgoal within a ertain angle range around the robot's heading. All the possible lines are evaluated and thediretion of the best line sample is taken as the new desired heading of the robot.A line is evaluated by assigning it a value whih is higher the further it is away from objets, the lessturning is neessary for the player, and the loser its heading is to the opponents goal enter. Determiningthe robot's heading this way and adjusting the wheel veloities appropriately in every yle lets the robotsmoothly and safely dribble around obstales without loosing the ball. The CS Freiburg team sored somebeautiful goals in this year's tournament after a player had dribbled the ball over the �eld around opponentsalong an S-like trajetory. Of ourse, all this only works beause the ball steering mehanism allows for tightontrol of the ball.Figure 8(b) shows a sreen-shot of a player during ball-passing. For this skill the lines are reeted at12



the walls and are evaluated only one to �nd the best diretion in whih to kik the ball. A line's value ishigher the further away from obstales it is, the loser its endpoint is to the opponents goal, and the lessturning is required for the player to fae in the same diretion. Using the passing skill the players of the CSFreiburg team were able to play the ball e�etively to favorable positions and even to sore goals diretly.Again, this behavior was only suessful beause of the new, strong kiking devie.4.5.2 Ation Seletion: Extended Behavior NetworksOne of the ritial omponents in a roboti soer agent is the ation seletion mehanism. As the aboveoutline of ations for playing the ball show, a lot of di�erent basi skills have to be taken into aount andfor eah situation an appropriate ation has to be hosen. During the development of the CS Freiburg team,a number of di�erent methods have been tried, none of them being ompletely satisfatory. In this year,extended behavior networks [9℄ have been adapted to the needs of the CS Freiburg team. This formalism,whih had been used in last year's runner-up in the simulation league, has been developed based on Maes'proposal [28℄. It modi�es Maes' proposal in partiular by hanging the ativation mehanism in a way thatthe ation seletion appears to be loser to deision-theoreti planning.This formalism allows for modular and exible spei�ation of behaviors and their interations. Inaddition, it is possible to adjust tatis to opponents by supporting more defensive or o�ensive play.4.5.3 Strategy: Roles and PlaementThe CS Freiburg players organize themselves in roles, namely ative, support and strategi. While the ativeplayer always tries to get and play the ball, the supporting player attempts to assist by positioning itselfappropriately. The strategi player always oupies a good defensive position.Eah player onstantly alulates its utility to pursue a ertain role and ommuniates the result to itsteammates. Based on its own and the reeived utilities a player deides whih role it wants to take. Thisapproah is similar to the one taken by the ART team [4℄, however, the CS Freiburg players additionallyommuniate to their teammates whih role they are urrently pursuing and whih role they desire to take.A role an only be taken from another player if the own utility for this role is the best of all players and therobot urrently pursuing the role also wants to hange its role. Following this strategy makes it less likelythat two or more players are pursuing the same role at the same time than assigning rules based on utilityvalues only.The target positions of the players are determined similarly to the SPAR method of the CMUnitedteam in the small-size league [44℄. From the urrent situation observed by the robots, a potential �eld isonstruted whih inludes repulsive fores arising from opponent players and attrating ones from desirablepositions, e.g. positions from where the ball is visible. Positions are then seleted based on the robot'surrent role, e.g. the position of the ative player is set lose to the ball, the supporting player is plaed tothe side and behind the ative one, and the strategi player takes a defensive position whih is about halfway between the own goal and the ball but behind all opponent players.4.5.4 ObservationsThe suess of the CS Freiburg team this year an be learly attributed to the e�etive team play and therih set of basi ball handling skills. Being always present at strategially important positions ompensatedfor the omparatively slow robots of the CS Freiburg team. The basi skills enable the robots to movequikly to the ball and o�er a variety of di�erent ball-handling ations exploiting the new powerful kikingand ball steering mehanism. As demonstrated, for example, in the game against CS Sharif, the CS Freiburgplayers did extremely well in getting to the ball and bloking the opponent before it ould atually beomedangerous.One of the experienes was that tuning the parameters of the basi skills by hand was a very timeonsuming job. Therefore, some future work will onentrate on learning methods for parameter adjustmentof some of the basi skills.
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5 The Simulation LeagueThe RoboCup 2000 ompetition was the most exiting and most interesting simulation ompetition so far.As in past years, the ompetition was run using the publily available soer server system [33℄. 34 teamsfrom 14 ountries met in a round robin ompetition followed by a double elimination �nal series. Whilemost of the teams had ompeted in previous ompetitions there were several notable new entries, inludingthe eventual hampions, FC Portugal who had an exiting 1:0 �nal with Karlsruhe Brainstormers. The highstandard of the ompetition made for many exiting mathes throughout the ompetition { nearly 25% of�nal-round games went into overtime, one eventually having to be deided by a oin toss after sorelessovertime lasted the length of two normal mathes.5.1 The RoboCup soer serverThe RoboCup soer server provides a standard platform for researh into multiagent systems. The soerserver simulates the players and �eld for a 2D soer math. 22 lients (11 for eah team) onnet to theserver, eah lient ontrolling a single player. Every 100ms the Soer Server aepts ommands, via soketommuniation, from eah lient. The lient sends low level ommands (dash, turn or kik) to be exeuted(imperfetly) by the simulated player it is ontrolling. Clients an only ommuniate with eah other usingan unreliable, low bandwidth ommuniation hannel built into the soer server. The soer server simulatesthe (imperfet) sensing of the players, sending an abstrated (objets, e.g. players and ball, with diretion,distane and relative veloity) interpretation to the lients every 150ms. The �eld of view of the lients islimited to only a part of the whole �eld. The Soer Server enfores most of the basi rules of (human)soer inluding o�-sides, orner kiks and goal kiks and simulates some basi limitations on players suhas maximum running speed, kiking power and stamina limitations.An extra lient on eah team an onnet as a \oah", who an see the whole �eld and send strategiinformation to lients when the play is stopped, for example for a free-kik.The SoerMonitor onnets to the soer server as another lient and provides a 2D visualization of thegame for a human audiene (see Figure 9). Other lients an onnet in the same way to do things like 3Dvisualization, automated ommentary and statistial analysis.5.2 Researh ThemesMany of the researh hallenges addressed by teams in 2000 ame out of problems observed by teams fromprevious ompetitions. Two researh themes were espeially prominent, the �rst theme being learning andthe seond being multiagent oordination. Other researh areas inluded improving situational awarenessgiven inomplete and unertain sensing and high level team spei�ation by human designers.The �rst researh theme, espeially ommon amongst the suessful teams, was learning. Teams adaptedtehniques like simulated annealing, geneti programming or neural nets to the problem of reating veryoptimized low level skills suh as dribbling (e.g. [39℄). Experiene has shown that while advaned skills werean essential omponent of a suessful team, building suh skills by hand is diÆult and time onsuming.The skills developed with learning tehniques were in some ases superior to the hand developed skills ofprevious years. Hene, RoboCup has provided a useful, objetive example of a ase where learning anprodue a better outome than labor intensive programming.Not all learning researh was foused on low-level skills { several teams addressed the problem of howto learn high level strategies. RoboCup provides an interesting domain to investigate suh issues beausealthough there is a learly de�ned objetive funtion, i.e. win the game, the huge state spae, unpreditableopponent, unertainty, et. make the problem very hallenging. Most approahes learning at a high levellayered the learning in some way (a suessful approah in the 1999 ompetition), although the spei�s ofthe learning algorithms varied greatly from neural networks to evolutionary algorithms.The seond major researh theme was multiagent oordination. While in previous ompetitions, a highlyskilled team might do reasonably well with \kiddie soer" tatis, e.g. dribbling diretly to goal, so manyteams this year had high quality skills that more sophistiated team strategies were required to win games.Conversely, the high quality skills triggered more interest in team strategies beause players had the abilityto arry them out with some onsisteny. As well as the learning approah to developing high level strategies,14



a variety of human engineered approahes were used (e.g. [31℄). A key to many of the approahes was theonline oah. The oah was ommonly used to analyze the opposition and determine appropriate hanges tothe team strategy [10℄. Other teams developed tools or tehniques aimed at empowering human designers toeasily speify strategies. Yet, other teams relied on arefully engineered emergent team behavior (e.g. [37℄)or dynami team planning to ahieve the desired team behavior.5.3 RoboCup-2000RoboCup simulation teams are inreasingly omplex piees of software usually onsisting of 10,000s of linesof ode with speialized omponents working together in real-time. Handling the omplexity is foringresearhers to look ritially at agent paradigms not only in terms of the resultant agent behavior but alsoat the ease with whih very omplex teams an be developed within that paradigm (and how that should bedone).However, the rapidly inreasing omplexity of RoboCup simulation agents should not deter new re-searhers from starting to work with RoboCup. An online team repository urrently ontains soure odeor binaries for 29 of the teams that ompeted in the 1999 World Cup plus many more from previous years.The repository allows new RoboCup partiipants to quikly get a team going. In fat a number of the topteams in 2000 were developed on top of the freely available ode of the 1999 hampions, CMUnited-99. Thegrowing ode base provides ode for interation with the soer server, skills, strategies, debugging tools,et. in a variety of programming languages and paradigms.The reigning hampion team, CMUnited-99, was re-entered unhanged in the 2000 ompetition to assessthe advanes made during the year. In 2000 CMUnited-99 �nished 4th. In 1999, CMUnited-99's aggregategoals for and against tally was 110-0, while in 2000 the tally was the far more ompetitive 25-7 (inluding a13-0 win). Also interesting was that 4 of 6 of CMUnited-99's elimination-round games went into overtime(resulting in 3 wins and 1 loss). CMUnited-99's reord in 2000 shows two things: (i) although they �nishedfourth several teams were nearly as good and, perhaps, unluky to lose to them and (ii) the ompetition wasextremely tight. It also indiates just how good CMUnited-99 were in 1999.As well as the main ompetition, there were extensive evaluation sessions designed to ompare the abilityof teams to handle inreased sensor and e�etor unertainty. The sensor test was a repeat of the test from lastyear and involved hanging the average magnitude of the error in the simulated visual information playersreeived. The e�etor test was a surprise to the teams and involved hanging the average magnitude of thedi�erene between a ommand sent by a player and what was atually exeuted. The evaluation sessionprovides a unique opportunity to test a wide variety of agent implementations under idential onditions.Extensive evaluation log-�les, providing a large amount of high quality date, are available for analysis.Despite the advanes made in 2000, the RoboCup simulator is far from a solved problem. While high levellearning has progressed signi�antly, learned high level strategies were generally inferior to hand-oded ones{ a hallenge for 2001 is to have learned strategies outperform hand-oded ones. Using RoboCup simulationas a platform for researh into high level multiagent issues is only just starting to emerge, via, for example,use of the online oah. Additionally, as the standard of play gets higher there is both inreased interestand use for opponent modeling tehniques that an ounter omplex, previously unseen team strategies.The rapidly inreasing omplexity of RoboCup software hallenges us to ontinue improving our methodsfor handling omplexity. The advanes made and the researh areas opened up in 2000 bode well for yetanother interesting, exiting ompetition in 2001.5.4 FC Portugal: Simulator League ChampionFC Portugal is the result of a ooperative projet that started in February 2000, between the Universities ofAveiro and Porto in Portugal. FC Portugal won both the RoboCup 2000 Simulation League European andWorld hampionships, soring a total of 180 goals and oneding none.CMUnited99 soure ode[42℄ was used as a starting point enabling development e�ort to be fousedon more interesting researh issues. We have pursued a variety of researh threads overing all aspets ofRoboCup team development, with the overriding themes being multiagent o-operation and oordination.At the team level, FC Portugal introdues the onept of tati and inorporates novel algorithms for usingexible, dynami team formations inluding the ability for players to dynamially hange positionings and15



roles. Intelligent ommuniation provides all players with an aurate piture of the world despite theunertainty and limited �eld of view enfored by the simulation. At the individual level, interesting aspetsof FC Portugal inlude intelligent pereption, qualitative reasoning about ation seletion through integrationof real soer knowledge and the use of online optimization tehniques for low-level skills. Several importantdevelopment tools were used inluding a visual debugger (see Figure 9), advaned replay failities for humandevelopers and a world state error analyzer. Due to spae onstraints it is not possible to fully explain allthe FC Portugal advanes in detail. We desribe seleted features below and refer the interested reader toour longer paper for more details [38℄.

Figure 9: A sreen-shot of the Soer Server monitor augmented with FC Portugal's debugging tools.5.4.1 Team STRATEGY de�nition and SBSP - Situation Based Strategi PositioningCMUnited brought the onepts of formation and positioning to RoboSoer[43, 45℄ and used dynamiswithing of formations as well. FC Portugal extends this onept and introdues the onepts of tatis andplayer types. FC Portugal's team strategy is based on a set of tatis to be used in di�erent game situationsand a set of player types. Tatis inlude several formations used for di�erent game-spei� situations(defense, attak, goalie free kik, soring opportunity, et). Formations are omposed of eleven positioningsthat assign eah player a given player type and a base strategi position on the �eld.One of the most signi�ant features is the lear distintion between strategi situations (when the agentbelieves that it is not going to use an ative behavior soon) and ative situations (ball reovery and ballpossession). In strategi situations, players use an SBSP mehanism that adjusts its base strategi positionaording to the ball position and veloity and player type strategi information. The result is the beststrategi position in the �eld for eah player in eah situation. Sine, at eah time, only a few players areusually using ative behaviors, SBSP enables the team to move like a real soer team, keeping the ball wellovered while remaining strategially distributed around the �eld. For ative situations|ball possession,ball reovery, and stopped game|deision mehanisms based on the integration of real soer knowledge areused.5.4.2 Intelligent Pereption and CommuniationIn a omplex domain suh as soer, the multiple sensors of an agent must be oordinated and used in anintelligent way to give the agent the most aurate understanding of the urrent state of the world possible.Players reeive world information via their \vision" system, lose range \touh" sensors and \shouted"information from teammates. The soer server limits the agent's viewing distane and viewing angle.Hene, at any time there are large parts of the �eld that the player annot see. However, the player has a16



nek whih an be turned independently of it's body (within some limits) so it need not be looking in thediretion it is moving. In di�erent situations di�erent aspets of the world are more or less important to theplayer. The server also limits ommuniation between teammates, namely, messages are broadast over alimited range around the talking player; and players may only hear one message from their teammates eah2 simulation yles.FC Portugal's Strategi Looking Mehanism (SLM) intelligently determines the diretion the playershould turn its nek based on its urrent information availability and requirements. SLM deides on adiretion to look by alulating the utility of eah possible diretion the agent ould look and seletingthe diretion with the highest utility. The utility is alulated by assessing the areas of the ground whereimportant information is likely to be sensed and for whih the agent does not already have the appropriateinformation. For example, in an attaking situation high utility might be asribed to looking in the diretionof the goal beause that information ould help determine whether a shot on goal was a good option. FCPortugal agents use ommuniation in order to maintain agents' world states updated by sharing individualknowledge, and to inrease team oordination by ommuniating useful events (e.g. position swap). Playersevaluate the utility of talking based on the omparison of assumed teammate knowledge (from reeivedmessages) with their own knowledge. It should be noted that hearing a teammate message prevents hearingother messages that might be more useful. FC Portugal agents talk only when they believe that the utilityof their ommuniation is higher than those of their teammates.5.4.3 Kik OptimizationThe ability of RoboCup players to kik the ball powerfully and aurately is a valuable asset. However,produing suh kiks is not an easy task. To kik, the player issues a ommand indiating the diretion andfore with whih the ball should be kiked. The resulting ball veloity depends on the position of the ballrelative to the player, its previous veloity and the diretion of the kik. Aeleration of the ball to a highspeed may take several kiks, e.g. to �rst position the ball appropriately then multiple kiks to aelerate it.FC Portugal used optimization tehniques to reate a very good kiking ability based on a suession ofbasi kiks. The optimization proess has two steps that are performed online, during the game, eah timeplayers want to kik the ball powerfully. Firstly, random searh and simple heuristis are used to generate kiksequenes for the given situation (i.e. initial ball position/veloity and desired kik angle/veloity). Kiksequenes are evaluated based on �nal speed, number of basi kiks, and possible opponent interferene.Then, hill-limbing searh tries to improve the best kik sequene found by random searh. This methodresulted in exible, fast kiking skills whih provided FC Portugal players a solid basis for exeuting higherlevel strategies.6 RoboCup ResueThe RoboCup-Resue Projet was newly launhed by the RoboCup Federation in 1999. Its objetive is asfollows.1. Development and appliation of advaned tehnologies of intelligent robotis and arti�ial intelligenefor emergeny response and disaster mitigation for the safer soial system.2. New pratial problems with soial importane are introdued as a hallenge of robotis and AI indi-ating a valuable diretion of researh.3. Proposal of future infrastruture systems based on advaned robotis and AI.4. Aeleration of resue researh and development by the RoboCup ompetition mehanism.A simulation projet is running at present, and a robotis and infrastruture projet will soon start.In Melbourne, a simulator prototype targeting earthquake disaster was open to the publi to start in-ternational ooperative researh. A real resue robot ompetition was proposed to start a new league in2001. 17



6.1 Simulation ProjetDistributed simulation tehnology ombines the following heterogeneous systems to make a virtual disaster�eld. (i) Disaster simulators model the ollapse of buildings, blokage of streets, spread of �re, traÆ ow,and their mutual e�ets. (ii) Autonomous agents represent �re brigades, poliemen, and resue parties, allof whih at autonomously in the virtual disaster. (iii) The Simulation Kernel manages state values andnetworking of/between the systems. (iv) The Geographial Information System gives spatial information tothe whole system. (v) Simulation Viewers show 2D/3D image of simulation results in real time as shown inFig. 10.The RoboCup-Resue simulation ompetition will start in 2001. The details are desribed in papers anda book [47, 21, 48, 17, 35, 46℄. The simulator prototype an be downloaded from http://robome.s.kobe-u.a.jp/roboup-resue/.
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Figure 10: 2D viewer image of RoboCup-Resueprototype simulator. Figure 11: AAAI USAR ontest �eld.
6.2 AAAI/RoboCup Resue Robot CompetitionA resue robot ompetition will start in 2001 in ooperation with AAAI. The target is searh and resueof on�ned people from ollapsed buildings suh as in earthquake disasters and explosion disasters. InMelbourne, Robin Murphy (USF) demonstrated 2 robots that are developed for real operations.The large-sale arena of the AAAI Urban Searh and Resue (USAR) Contest (Fig. 11) will be used. Itonsists of three buildings simulating various situations. The easiest building has a at oor with minimaldebris, but the most diÆult building inludes a 3D maze struture onsisting of stairs, debris, et. withnarrow spaes. The details are desribed on the AAAI USAR web page (http://www.ai.nrl.navy.mil/~shultz/aaai2000/).More than other RoboCup ompetitions, the rules of the 2001 resue ompetition will fous on direttehnology transfer, spei�ally to real disaster problems on the basis of the 2000 AAAI USAR Contest. Forexample, pratial semi-autonomy with human assistane and information olletion for realisti operationare potential ompetition omponents.
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7 RoboCup JuniorRoboCup Jr. is the eduational branh of RoboCup, and it puts emphasis on teahing young people aboutresearh and tehnology by giving them hands-on experiene. RoboCup Jr. development was initiated in1997, and the �rst publi show was at RoboCup'98 in Paris with a demonstration of LEGOMindstorms robotsplaying soer in a big LEGO stadium with rolling ommerials, LEGO spetators making the wave, stadiumlights, et. [24℄ and with hildren playing with other LEGO robot models. In 1999, during RoboCup'99 inStokholm, hildren were allowed to program their own LEGO Mindstorms robots in the morning, and thenplay tournaments in the afternoon [25℄. The fast development of omplex robot behaviors was ahieved withthe Interative LEGO Football set-up based on a user-guided approah to behavior-based robotis. Thisativity was re�ned for RoboCup-euro-2000 in Amsterdam [20℄, where 10 Duth and 2 German shool groupspartiipated in a one-day tournament.The RoboCup Jr. 2000 ativity in Melbourne, in whih a total of 40 groups of hildren partiipated,di�ered from the previous ativities in several aspets: (1) hildren were both building and programmingtheir robots, (2) the development took plae during 6-8 weeks prior to the ompetition, (3) in most ases,the work was done as part of a teahing projet in shools, (4) there was a robot sumo ompetition and arobot dane performane, in addition to the soer ompetition.During previous events, hildren had no opportunity to build the robots. But eduational approahes suhas onstrutionism [36, 23℄ suggest that the onstrution of an artifat is important in order to understandthe artifat, so RoboCup Jr. 2000 allowed hildren to both build and program the robots. This endeavorwas failitated by the use of LEGO Mindstorms robots, partly beause this tool allows for easy assemblyof robots, and partly beause most hildren are familiar with LEGO. The tasks were designed so that thesimple sensors and atuators are suÆient, but a few hildren from the more advaned tehnial lasses madetheir own sensors, and integrated them with the LEGO Mindstorms ontrol unit.There were three di�erent events during RoboCup Jr. 2000, namely the Dane-Performane Event forstudents up to 12 years of age (Primary), the Converging Robot Rae (Sumo) for students up to 14 yearsof age (Years 7 and 8), and RoboCup Jr 2000 Soer for students of 14 to 18 years of age (Years 7 - 12).We put speial emphasis on broadening RoboCup Jr. from being a purely ompetitive event to inlude theooperative event of a robot dane/parade. In previous years, and during RoboCup Jr. 2000, we found theompetitive robot soer event to result in a gender bias towards boys. This bias is not surprising, sine therobot soer event promotes soer, tehnology, vehiles, and ompetition, and we often �nd that boys aremore enthusiasti about these subjets than girls. We did not perform any rigorous sienti� gender studies,but our experiene from many events gave a lear piture of a gender bias. We therefore introdued thedane/parade, in order to address other issues, suh as ooperation, ontext onstrution, and performane.Indeed, more than 50% of the partiipants who signed up for the robot dane/performane event were girls.Eah partiipating team had 3 minutes for the robot dane/performane. The teams designed the robots;designed the environment in whih the robots daned; programmed the robots to perform; and made a musiassette with the appropriate musi for the performane. Many of the teams also designed their own lothesto math the robots and the environment, and many teams designed lothes for the robots. There was nolimitation to the hardware (any robot an be used), but during RoboCup Jr. 2000, all partiipating teamshose to use LEGO Mindstorms. The performing robots inluded a Madonna look-alike, a diso-vampire, adragon on the beah, and four feather-dressed daners. Ten teams partiipated in the Dane/PerformaneEvent, and prizes were given for best dressed robot, best programming, best horeography, most entertaining(best smile value), best team T-shirt design, best oral presentation by partiipants to judges, and reativityof entry.The RoboCup Jr. soer game had 20 partiipating teams. Eah team built one or two robots (in allases from LEGO Mindstorms) to play on a �eld of approximately 150m � 90m. The oor of the �eld is agradient from blak to white, whih allows the robots to detet position along one of the axes by measuringreetion from the oor with a simple light sensor. The ball used in the �nals was an eletroni ball produedby EK Japan (see [25℄). The ball emits infrared that an be deteted with very simple, o� the shelf LEGOsensors. Bellarine Seondary College won the �nal by drawing 3-3 and winning on golden-goal, after beingdown 3-0 at half time.The suess of the RoboCup Jr. 2000 event was to a large degree due to the involvement of very19



enthusiasti loal teahers and toy/hardware providers, who promoted and designed the event in ollaborationwith the researhers. The loal teahers were able to inorporate the RoboCup Jr. projet in their urriula.Involvement of loal teahers seems ruial for the suess of suh events. In the future, RoboCup Jr. willmake an e�ort to promote national and loal ompetitions, apart from the big events at the yearly RoboCup.Figure 12 shows images from this year's event.

Figure 12: Images of the RoboCup Jr. events8 Humanoid Robot DemonstrationThe RoboCup humanoid league will start in 2002 towards the �nal goal of RoboCup, whih is to beat thehuman World Cup soer hampion team with a team of eleven humanoid robots by 2050. This leaguewill be muh more hallenging than the existing ones beause the dynami stability of robots walking andrunning will need to be handled.The main steps of suh development will be: (i) building an autonomous biped able to walk alone onthe �eld; (ii) loomotion of this biped, inluding straight-line movement, urved movement, and in-plaeturns; (iii) identi�ation of the ball, the teammates, and the opponents; (iv) kiking, passing, shooting,interepting, and throwing the ball; (v) aquisition of ooperative behavior (oordination of basi behaviorssuh as passing and shooting); and (vi) aquisition of team strategy.Although items (iii){(vi) are already addressed in the existing leagues, the humanoid league has its ownhallenges related to handling the ball with feet and hands.At RoboCup-2000, the humanoid demonstration was held with four harateristi humanoids. Figure 13shows these four humanoids, pitured from left to right. Mark-V, on the left is from Prof. Tomiyama's groupat Aoyama Gauin Univirsity. Mark-V showed its ability to walk and kik a ball into a goal. Seond from theleft is PINO from the Kitano Symbio Projet, Japan. PINO demonstrated walking and waving his hand tosay \Good Bye!" Seond from the right is Adam from LRP, Frane. Adam walked 100 m in a straight lineautonomously and was also ontrolled by an o�-board omputer. On the right is Jak Daniel from WesternAustralia University. Jak demonstrated a walking motion while suspended in the air.These humanoids are still under development. At RoboCup-2001 we expet to see more humanoids withimproved walking and running and also some new apabilities.9 RoboCup Workshop and Challenge AwardsThere is no doubt that RoboCup is an exiting event: the mathes are thrilling to wath and the robots andprograms are fun to design and build. Even so, RoboCup is fundamentally a sienti� event. It provides amotivating and an easy to understand domain for serious multiagent researh. Aordingly, the RoboCup20



Figure 13: Four humanoids demonstrated at RoboCup-2000Workshop, whih is held eah year in onjuntion with the Robot Soer World Cup, soliits the best workfrom partiipating researhers for presentation.The RoboCup-2000 Workshop was held in Melbourne, adjaent to the exhibition hall where the om-petitions were staged. This year 20 papers were seleted for full presentation and an additional 20 wereseleted for poster presentation from over 60 submissions. Paper topis ranged from automated intelli-gent sportsaster agents to motion planners and vision systems. The Workshop was attended by over 200international partiipants.The number of high-quality submissions to the RoboCup Workshop ontinues to grow steadily. To high-light the importane of the sienti� aspets of RoboCup, and to reognize the very best papers, the workshoporganizers nominated four papers as hallenge award �nalists. The hallenge awards are distintions that aregiven annually to the RoboCup-related researh that shows the most potential to advane their respetive�elds. The �nalists were:� A loalization method for a soer robot using a vision-based omni diretional sensor by Carlos Marquesand Pedro Lima [29℄.� Behavior lassi�ation with self-organizing maps by Mihael W�unstel, Daniel Polani, Thomas Uthmannand J�urgen Perl [51℄.� Communiation and oordination among heterogeneous mid-size players: ART99 by Claudio Castelpi-etra, Lua Iohi, Daniele Nardi, Maurizio Piaggio, Alessandro Salso and Antonio Sgorbissa [4℄.� Adaptive path planner for highly dynami environments by Jaky Baltes and Niholas Hildreth [2℄.These presentations were evaluated by a panel of judges who attended the presentations based on the papersthemselves, as well as the oral and poster presentations at the workshop. This year two awards were given:The sienti� hallenge award was given to W�unstel, et al. for their work on applying self-organizing maps tothe task of lassifying spatial agent behavior patterns; the engineering hallenge award was given to Marquesand Lima for their ontribution to sensing and loalization.We expet that Workshop will ontinue to grow. In future years we may move to parallel traks so thatmore presentations will be possible.9.1 Sienti� Challenge AwardThe RoboCup-2000 Sienti� Challenge Award went to [51℄ for its ontribution of a method for using Self-Organizing Maps to lassify and struture spatio-temporal data. The goal of the work was to develop amethod to detet harateristi features of trajetories. It was used to analyze the behaviors exhibited by21



RoboCup players during tournament games. The games took plae in simulation using the soer server, sothe omplete game data were available as log �les. The ations of Roboup players are then analyzed on apurely behavioral level, i.e. no knowledge about implementation or inner states of the agents is used. Herean outline of the method is given. For details of the method, the reader is referred to the original paper.The model introdued in that paper is based on Kohonen's Self-Organizing Map [19℄ (SOM). The SOMis a data analysis method inspired by the struture of ertain ortex types in the mammal brain. It is ableto identify lusters in high-dimensional data and to projet (\map") those data to a two-dimensional gridrespeting their \topology," i.e. their neighborhood struture whih allows an intuitive visualization. Themapping and the visualization apability is an advantage of the SOM as ompared to standard statistialmethods; in partiular, the SOM is not just useful for separating di�erent lusters, but it also resolvesthe inner struture of the lusters. Mathematially it is related to the prinipal surfae models for datadistributions known from statistis [40℄, though, unlike the SOM, the latter are not designed to handle datasets deomposing into di�erent lusters.In the SOM model, there exist two spaes: the (typially) high-dimensional data spae and the spaeof SOM units, having a funtion similar to the odebook vetors of vetor quantization. Unlike in vetorquantization, however, the SOM units are typially organized in a two-dimensional grid, representing atopologial, i.e. neighborhood, relation between the units.For a trained SOM, eah data point from the high-dimensional spae is projeted onto an element of thetwo-dimensional SOM grid. Every SOM unit represents a vetor in the high-dimensional data spae, suhthat the SOM an be viewed as an embedding of the two-dimensional SOM grid into the high-dimensionaldata spae. Neighboring units typially represent neighboring regions in the original data spae. In turn, adata point from the high-dimensional spae an be projeted to that unit in the low-dimensional grid whoseode vetor is losest to the original point.One of the questions addressed in the paper is the representation of trajetories of individual players andof players interating with the ball. There are di�erent approahes to represent trajetories adequately tobe able to analyze them with SOMs. One method is to projet every state of the original trajetory to theorresponding SOM unit and to examine the resulting trajetory on the SOM grid in a fashion similar tothe trae of a elementary partile in a loud hamber [16℄. One an then for instane ompare the order ofativated units with some referene order. This method has also been used suessfully for example in [3℄ toreognize instanes of a theme in a piee of musi of J.S. Bah. It has also been used in speeh reognition totrae the order of phonemes [18, 30℄. These are stati SOM models of trajetories in the sense that the SOMunits only represent ertain states and the data spae trajetories are transformed into a trajetory on theSOM grid. A di�erent representation has been used by Chappell and Taylor [5℄ who used Leaky IntegratorUnits. These units an store the units' ativations for a while and therefore are able to represent temporalinformation. The method presented in [50℄, however, adopts a dynami view of the trajetory representation.It does not attribute just a single state to an SOM unit; instead eah unit stores a trajetory slie ontainingseveral suessive states. Therefore, in this model the mapping performed by the SOM training does notjust projet the \stati" state spae but the spae of trajetory slies onto the SOM grid and thus providesa mapping of the dynami struture of the original trajetories.In the paper disussed here we use a method whih we labeled spatially foused representation (SFR).Here we onsider a trajetory as a simple sequene of spatial data: The time intervals are �xed and disreteand the spatial data are ontinuous. An agent trajetory in a RoboCup simulation onsists of a sequene ofagent positions on the two-dimensional soer �eld, one for eah disrete simulation time step. The trajetoryis split into windows of short length (6 time steps in the urrent ase). The di�erene vetors of the agentpositions in two suessive time steps are alulated (giving 5 di�erene vetors in the urrent example).This sequene of di�erene vetors is now onatenated, resulting in a ombined vetor (10-dimensional inthe example). A omplete player trajetory is thus transformed into a set of trajetory slies representedas a sequene of position di�erene vetors whih, in turn, is ombined into a single larger vetor (the SFRvetor) for every slie. The SOMs are then trained in the standard fashion using the SFR vetors as trainingdata.After the SOM is trained, eah SOM unit represents a trajetory slie (similar to a odebook vetorof vetor quantization); due to the topology preservation property of the SOMs, units representing similartrajetory slies denoting similar agent miro-behaviors are typially grouped together on the SOM grid.22



This yields oarse lusters indiating distint fundamental trajetory patterns (whih belong to di�erentbehavior types); on the other hand also the inner struture of these pattern lusters is mapped to the SOMgrid respeting the neighborhood struture as far as possible. It is then possible to study the trajetoryprojetions onto the SOM grid that are generated by given players. Doing so for players from di�erentRoboCup teams is able to reveal signi�ant di�erenes in the miro-behaviors of the respetive players.The paper extends the method to handle interations between a player and the ball (this is a speial ase ofa more general two-agent or two-objet interation). For this the SFR vetors have to be extended to the so-alled enhaned spatially foused representation (ESFR) vetors whih ombine two simultaneous trajetories(of one player and the ball) and thus examine the player-ball interations. The data representation is similarto SFR. In addition to the di�erenes between the agent positions at suessive time steps in SFR, ESFRinludes the di�erene vetors between player and ball at the di�erent time steps in the vetor representation.The ESFR vetors are used to train the SOM. The resulting SOMs then reate a map of the short-term(miro-)interation between player and ball whih is e.g. able to display signi�ant di�erenes in ball-handlingbehavior by players from di�erent teams.As an example, the left and middle plots of Figure 14 show the lassi�ation for di�erent types ofombined player-ball behavior as found by the SOM, the dots representing behavior patterns found. Forinstane, region VI (the large entral region) represents dribbling behavior where the ball is arried alongsidethe player. A typial representative of suh behavior is shown in the right sub�gure of Fig. 14, where theball (lower path) is led by a player (upper path) to the right towards the opponent goal.
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Figure 14: The left and middle sub�gures show a lassi�ation of di�erent types of ombined player-ballbehavior as found by the SOM. The right sub�gure shows a typial representative of suh ombined behaviorfrom region VI of the left and middle plots (ball is dribbled alongside the player).Applied to onrete players, the results for a Carnegie Mellon United (CMU) 1999 player are shown inthe enter plot and for a Mainz Rolling Brains (MRB) 1999 player in the right one. The di�erent handlingbehaviors are very learly reeted in the signi�antly distint dot patterns. The alongside dribbling (regionVI) is mostly arried out by the CMU players, while a di�erent type of dribbling, arrying the ball in frontof the player (region VII) is predominantly performed by the MRB players. This is one illustrative exampleshowing learly that the SOM is able to resolve di�erent playing styles. For further details and results ofthe behavior lassi�ation method the interested reader is referred to [50℄.9.2 Engineering Challenge AwardThe navigation system is perhaps the most important sub-system of a mobile robot. In many appliations,espeially those onerning indoors well-strutured environments, one important feature of the navigationsystem onerns the ability of the robot to self-loalize, i.e., to autonomously determine its position andorientation (posture). One a robot knows its posture, it is apable of following a pre-planned virtual23



path or stabilizing its posture smoothly[8℄. If the robot is part of a ooperative multi-robot team, it analso exhange the posture information with its teammates so that appropriate relational and organizationalbehaviors are established[22℄. In roboti soer, these are ruial issues. If a robot knows its posture, itan move towards a desired posture (e.g., faing the goal with the ball in between). It an also know itsteammates' postures and prepare a pass, or evaluate the game state from the team loations.An inreasing number of teams partiipating in RoboCup's middle-size league is approahing the self-loalization problem. The proposed solutions are mainly distinguished by the types of sensors used: LaserRange Finders (LRFs), vision-based omni-diretional sensors, or single frontal amera. LRFs require wallssurrounding the soer �eld to aquire the �eld border lines and orrelate them with the �eld retangularshape to determine the team postures. Should the walls be removed, the method beomes not appliable.The Engineering Challenge Award winning paper of the RoboCup 2000 Workshop [29℄ desribes analgorithm that determines the posture of a middle-size league robot, with respet to a given oordinatesystem, from the observation of natural landmarks of the soer �eld, suh as the �eld lines and goals, aswell as from a priori knowledge of the �eld geometry. Even though the intersetion between the �eld andthe walls is also urrently used, the wall replaement by the orresponding �eld lines would not hangethe algorithm. The algorithm is a partiular implementation of a general method appliable to other well-strutured environments, also introdued in [29℄.The landmarks are proessed from an image taken by an omni-diretional vision system, based on aamera plus a onvex mirror designed to obtain (by hardware) the soer �eld bird's eye view, thus preservingthe �eld geometry in the image. This mirror, although developed independently, was �rst introdued in [14℄.The image green-white-green olor transitions over a pre-determined number of irles entered with therobot are olleted as the set of transition pixels. The Hough Transform is applied to the set of transitionpixels in a given image, using the normal representation of a line[12℄� = xti � os (�) + yti � sin (�) ; (1)where (xti ; yti) are the image oordinates of transition pixel pt and �; � the line parameters. The q (q = 6 inthis appliation) straight lines (�1; �1); : : : ; (�q ; �q) orresponding to the top q aumulator ells in Houghspae are piked and, for all pairs f(�j ; �j); (�k; �k); j; k = 1; : : : ; q; j 6= kg made out of the those q straightlines the following distanes in Hough spae are omputed:�� = j�j � �k j (2)�� = j�j � �kj: (3)Note that a small �� denotes almost parallel straight lines, while �� is the distane between 2 parallellines. The �� and �� values are subsequently lassi�ed by relevane funtions whih, based on the knowledgeof the �eld geometry, will �lter out lines whose relative orientation and/or distanes do not math the atual�eld relative orientation and/or distanes. The remaining lines are orrelated, in Hough spae, with thegeometri �eld model, so as to obtain the robot posture estimate. An additional step must be taken todisambiguate the robot orientation. In the appliation to a soer robot, the ambiguity is due to the soer�eld symmetry. The goal olors are used to remove suh ambiguity.Currently, the algorithm has been implemented in C and runs on a Pentium 233MHz with 64MB of RAMin less than 0.5 seond. It is used by eah of the ISoRob team robots to obtain their self-loalization duringa game after either a pre-determined timeout has expired and/or more than a pre-determined number ofbumps was sensed by the robot (see Figure 15). The algorithm is part of eah robot navigation system,but it is also used by the robot to share information with its teammates regarding team postures and ballloation. The navigation system inludes a guidane ontrol algorithm whih relies on odometry most of thetime, but odometry is reset whenever the self-loalization algorithm runs.A similar method has been proposed by Iohi and Nardi[15℄ for soer robots too. Their method alsomathes the observed �eld lines with a 2-D �eld model in the Hough spae. However, as only a singlefrontal amera is used, their approah onsiders lines deteted loally, rather than a global �eld view, andrequires odometry to remove ambiguities. The Agilo team[41℄, also proposes a vision-based approah to theself-loalization problem. A single frontal amera is used to math a 3-D geometri model of the �eld withthe border lines and goals line segments in the aquired image. Only a partial �eld view is used in this24



Figure 15: Self-loalization results: on the left, the atual image. On the right, the determined position inthe �eld geometri model.method. Several teams use a vision-based omni-diretional hardware system, but only for traking the balland the markings on opposing robots[27, 32, 26℄.10 ConlusionRoboCup-2000 showed many advanes, both in the existing ompetition leagues and in the introdution ofseveral new events. The partiipation and attendane were greater than ever, with about 500 partiipantsand more than 5,000 spetators.RoboCup-2001 is going to be held in the United States for the �rst time. It will run from August2nd through August 10th, 2001 in Seattle o-loated with the International Joint Conferene of Arti�ialIntelligene (IJCAI-2001). RoboCup-2001 will inlude a 2-day researh forum with presentations of tehnialpapers, and all ompetition leagues: soer simulation; RoboCup resue simulation (for the �rst time); small-size robot (F180); middle-size robot (F2000); four-legged robot; and RoboCup resue robot in onjuntionwith the AAAI robot ompetition (for the �rst time). It will also inlude a RoboCup Jr. symposiuminluding 1 on 1 robot soer and robot daning ompetitions, and other eduational events for middle-shool and high-shool hildren. Finally, RoboCup-2001 will inlude an exhibition of humanoid robots.For more information, please visit: http://www.roboup.org.AknowledgementsRoboCup-2000 was sponsored by Sony, SGI, FujiXerox, Australon, and RMIT University. The setions ofthis artile reet the work of the indiated authors along with Claude Sammut, Son Bao Pham, and DarrenIbbotson (UNSW team); Tamas Nagy and Pritam Ganguly (Cornell Team); Ste�en Gutmann and BernhardNebel (CS Freiburg team); Luis Paulo Reis (FC Portugal Team); Tomoihi Takahashi and the RoboCup-Resue team (resue); Dominique Duhaut (humanoid); Mihael W�unstel, Thomas Uthmann and J�urgen Perl(sienti� hallenge); and Carlos Marques (engineering hallenge).Referenes[1℄ Minoru Asada, Manuela M. Veloso, Milind Tambe, Itsuki Noda, Hiroaki Kitano, and Gerhard K. Kraet-zshmar. Overview of RoboCup-98. AI Magazine, 21(1), 2000.
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