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Abstract— The analysis of 3D SPECT brain images requires
several pre-processing steps such as registration, intensity
normalization and brain extraction. Usually, registration is per-
formed before intensity normalization, which requires robust
registration methods, such as those based on the maximization
of the Mutual Information (MI), which are computationally
complex. In this paper we propose using a computationally
simple method to perform the simultaneous registration and
intensity normalization of SPECT brain perfusion images.
The approach, which extends to 3D data a method originally
proposed in [1] for 2D photographic images, estimates in
alternate steps the intensity normalization parameters and the
registration parameters. Our experiments, with real SPECT
images, show that the proposed registration method leads to
results similar to those obtained by using more expensive
algorithms such as those based on the MI criterion.

Index Terms— medical image registration, brain SPECT,
intensity normalization

I. I NTRODUCTION

Cerebral perfusion images acquired by single photon
emitting computer tomography (SPECT) provide functional
rather than anatomical information. They are commonly used
for the diagnostic of dementias such as Alzheimer’s Di-
sease, Parkinson’s Disease and Dementia with Lewy bodies.
An important pre-processing step when dealing with these
images is their registration, or alignment. The challenge of
this step is due to the characteristics of the three-dimensional
(3D) images to be registered: they suffer from poor spatial
resolution and contrast (see an example in Fig. 1). For this
kind of images, feature-based image registration techniques
are clearly not appropriate.

Also, in what concerns common intensity-based tech-
niques, a direct comparison between the SPECT image
intensities is not possible. In fact, take the example of the
Tc-99m HMPAO, a typical tracer used in SPECT imaging.
The generated volumes give a blood flow measure that is
relative to the blood flow in other regions of the brain.
Therefore, registering by directly comparing voxel intensities
does not make sense, even if the images correspond to
different acquisitions of the same subject.

To deal with the difficulty just outlined, complex algo-
rithms based on registration criteria like the CorrelationRatio
(CR) [2] or the Mutual Information (MI) [3], which are very
popular for intra modal registration, are usually adopted.In
these cases, intensity normalization is performed after regis-
tration. For instance, in [4] registration is performed with the
MI criterion followed by intensity normalization, assuming a
linear model and using the least squares criterion. In [5], the

Fig. 1. Slices of a SPECT series.

registration criterion is the CR, which is maximized using
Powell optimization, and intensities are normalized by using
an affine transformation. Other approaches attempt to remove
the intensity inconsistencies with a preprocessing step,e.g.,
[6], and then perform the registration with simpler algorithms
based on the least squares criterion [7].

In this paper we propose using a computationally simple
method to perform registration and intensity normalization
simultaneously. This method is an extension to 3D of the one
proposed in [1] to deal with 2D photos. In our method, re-
gistration and normalization parameters are jointly estimated
by using a two-step iterative,i.e., alternate, algorithm. Both
steps result computationally simple: the solution optimizing
the normalization parameters is obtained in closed form;
and the solution optimizing the registration parameters corre-
sponds to a 3D version of the usual intensity-based registra-
tion techniques. In this paper, we compare our registration
algorithm with the one most widely used by the medical
imaging community, which is based on the maximization of
the MI, concluding on its effectiveness.

The remainder of the paper is organized as follows:
Section II presents our method, Section III describes data
and experiments, and Section IV concludes the paper.

II. REGISTRATION AND INTENSITY NORMALIZATION

In this section we describe the proposed method to perform
the simultaneous registration and intensity normalization of



the 3D SPECT images and briefly outline the competing
approach based on maximization of MI.

A. Problem formulation

To state the problem, letI1(x, y, z) andI2(x, y, z) denote
the two volumetric images to be registered. We assume that
the image intensity levels are related by the following model:

I1(x, y, z) = αI2(W (θ;x, y, z)) + β , (1)

where α and β are the intensity normalization parameters
– they represent the scale and offset of the intensity trans-
formation – andθ is a vector collecting the registration
parameters defining the geometric transformationW . In our
case, this geometric transformation is assumed to be 3D
affine, thus parameterized by a set of 12 parameters,i.e.,
θ = [θ1, θ2, θ3, θ4, θ5, θ6, θ7, θ8, θ9, tx, ty, tz]

T and W is
defined by
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Our goal when aligning, or registering, the 3D images
I1(x, y, z) and I2(x, y, z) is to jointly estimate the parame-
ters θ, α and β. That leads to the joint minimization of a
cost functionE(θ, α, β) that will be the usual sum of the
squared errors:

{

θ̂, α̂, β̂
}

= arg min
θ,α,β

E(θ, α, β) , (3)

E(θ, α, β) =
∑

x,y,z

e2(θ, α, β) , (4)

e(θ, α, β) = I1(x, y, z) − αI2(W (θ;x, y, z)) − β . (5)

To minimize (3), we use a two-step iterative method. In
one of the steps,θ is kept fixed and (4) is minimized with
respect toα andβ. In the other one,α andβ are kept fixed
and (4) is minimized with respect toθ. As it will be seen in
the sequel, the first step exploits the fact that the error (5)is
linear in the intensity unknownsα and β. The second step
leads to a 3D version of intensity-based registration.

B. Estimation of the intensity normalization parameters

Since the local errors in (5) are linear in the unknown
parameters, the minimization of their sum in (3) is obtained
in closed-form. In fact, the estimateŝα and β̂ are simply
given by
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whereN is the number of voxels in the 3D region of sum-
mation of the coste2(θ, α, β) in (4). In (6,7), the arguments
of I1 andI2 were omitted, for simplicity,i.e., I1 stands for
I1(x, y, z) andI2 for I2(W (θ;x, y, z)), see [1] for details.

C. Estimation of the registration parameters

Now α and β are kept fixed and (4) is minimized with
respect toθ. This is done in an efficient way by developing
a 3D version of the Lucas Kanade algorithm [8] (see also a
recent review in [9]).

Our algorithm for this step is then iterative: the estimateθ̂

is found by updating a previous guessθ0, i.e., θ̂ = θ0 + ∆θ,
where∆θ is found by minimizing (4) with respect toθ =
θ0+∆θ. Although this problem is nonlinear, a Gauss-Newton
approach, where the local errors are approximated by their
first-order truncated Taylor series expansion, provides a good
linear approximation.

In our case, this linearization is equivalent to considering

I2 (W (θ0 + ∆θ)) ≃ I2 (W (θ0)) + ∇I2∇W∆θ , (8)

where∇I2 is the spatial gradient of the volumetric imageI2,
evaluated atW (θ0), and∇W is the gradient of the geometric
transformationW in (2) with respect to the registration
parameters inθ. Again, we omit the dependency in the
volume coordinatesx, y, z, for simplicity.

Using approximation (8) and making zero the gradient of
the cost function (4) with respect toθ = θ0 +∆θ, the update
∆θ is obtained in closed-form as

∆θ = H−1
∑

x,y,z

(∇I2∇W )
T

(I1 − αI2 (W (θ0)) − β) ,

(9)
where the matrixH is given by

H =
∑

x,y,z

(∇I2∇W ) (∇I2∇W )
T

. (10)

The computational simplicity of this step comes then from
the fact that the local updates of the registration parameters
are obtained in closed-form, as opposed to using compu-
tationally intensive approaches to compute the derivatives
involved (e.g., by using perturbation analysis). Note also that
both the image gradient∇I2 and the derivatives in∇W ,
used in (9) and (10), and easily obtained from (2), are just
computed once.

D. Initialization

The iterative method just outlined exhibits good con-
vergence to the global minimum when the Taylor series
approximation is valid. Since in practice we initialize the
process by assuming the volumes are aligned,i.e., the in-
tensity normalization parameters are initialized withα0 = 1
and β0 = 0 and the geometric registration parameters are
initialized with the identity mapping in (2), the process
converges when the displacement between volumes is small.

To cope with large displacements, we use a multireso-
lution scheme, where the minimization is carried out in
a coarse-to-fine manner. Basically, we build a pyramid of
multiresolution volumes forI1(x, y, z) and I2(x, y, z). The



algorithm starts by estimating the alignment parameters atthe
coarsest scale. Then, resolution is progressively increased,
i.e., the parameter estimates obtained at a given resolution
level are converted to the immediately finer level, providing
the initialization for the algorithm at the new level. This
coarse-to-fine estimation not only improves the convergence
but it also reduces the computational cost, since the bulk of
computation is done using very low resolution volumes.

E. Maximization of the Mutual Information

For completeness, we now outline a registration approach
based on the maximization of the MI. This is the criterion
most widely used to register medical images [10]. However,
it is difficult to implement and has many parameters to tune.

The MI is defined by

MI(I1, I2) = h(I1) + h(I2) − h(I1, I2) , (11)

where h(·) denotes the entropy of a random variable and
h(·, ·) denotes the joint entropy of a pair of random varia-
bles. The maximization of the MI criterion in (11) requires
the usage of computationally expensive ascent optimizers
(in order to get precise results, the learning rate must be
progressively reduced).

For this paper, we tested two different methods based on
the maximization of the MI: the Viola-Wells method [3] and
the Mattes method [11]. Both methods require estimating
probability density functions in order to evaluate entropy.
The first method estimates densities from the data with
(Gaussian) Parzen windows; requiring thus the (hand-tuned)
definition of the standard deviation of the Gaussian kernel.
The second method estimates densities using histograms;
therefore it also requires the (hand-tuned) definition of the
number of bins. More details concerning these methods can
be found in [12].

III. E XPERIMENTAL RESULTS

A. Data

Images of five subjects were acquired on a Millennium
MG, a multi-geometry digital CSE (GE’s patented) dual
detector gamma camera. These detectors have a Useful Field
of View (UFOV) of 36x52cm and a crystal thickness of
8.5mm. The image matrices were 128x128, on a 360Â◦

orbit, with the smallest radius of rotation possible for each
patient geometry, with both detectors activated and on a
180Â◦ geometry, on a step and shoot mode, 64 projec-
tions/detector (total study corresponding to 128 projecti-
ons), 30 seconds/projection. The exams were processed on
a Xeleris Workstation, where iterative reconstruction was
performed by filtered backprojection using a Butterworth
filter. The exams were performed with the brain perfusion ra-
diopharmaceutical stabilized HMPAO (hexamethyl propylene
amine oxime) labeled with Techetium-99m. The minimum
intensity value was 0 for all the volumes and the maximum
ranged from 278 to 515. Such a difference in intensities
justifies the need for intensity normalization.

B. Methods

We tested the proposed method using multiresolution
pyramids with 3 levels (trilinear interpolation was used to
compute volume intensities at non-integer coordinates). For
comparison, we performed MI-based registration by using
the Insight Toolkit (ITK) software package [12], where the
parameters were tuned to get the best possible performance
(the best results were obtained with the Mattes implementa-
tion). The same 3-level multiresolution decomposition was
used for this method.

C. Accuracy

In order to compare the accuracy of these two methods,
for each of the 5 SPECT images, we synthesized 20 new
volumes by applying random geometric and intensity trans-
formations and adding noise. The geometric transformations
corresponded to 3D translations within [-10, 10], scalings
within [0.9, 1.1] and rotations about an arbitrary 3D axis of
an angle within [-π/8, π/8]. The intensity transformations
were like in model (1), withα ∈ [0.95, 1.05] and β ∈

[−5, 5]. The additive noise is white Gaussian, with standard
deviation 20. Then, we registered the synthesized volumes
with the original ones, using both methods, and compared
the estimates of the registration parameters with the ones
used to generate the images. Table I collects the bias and the
standard deviation of the estimates of each of the geometric
transformation parameters, obtained by the two methods.

Proposed MI
Bias Std Dev Bias Std Dev

θ1 -0.0044 0.0427 0.0101 0.0113
θ2 0.0072 0.0363 -0.0278 0.2001
θ3 0.0040 0.0229 0.0207 0.1715
θ4 0.0015 0.0356 0.0369 0.1977
θ5 -0.0018 0.0402 0.0034 0.0071
θ6 0.0035 0.0257 0.0223 0.1955
θ7 0.0047 0.0415 -0.0081 0.1716
θ8 -0.0013 0.0450 -0.0176 0.1957
θ9 -0.0033 0.0203 0.0059 0.0118
tx 0.0522 1.9618 -1.3045 1.5799
ty -0.3608 2.0009 -1.3763 1.7902
tz -0.3845 1.1390 -1.8496 2.2273

TABLE I

RESULTS OF100 REGISTRATION TESTS USING RANDOM GEOMETRIC

TRANSFORMATIONS AND A LINEAR INTENSITY TRANSFORMATION.

From Table I, we see that both methods perform well. A
closer look shows that both the bias and standard deviations
of the proposed method are smaller than those of the MI
method. Naturally, this higher accuracy comes from the fact
that the data generation was in accordance with the assumed
model (1). We emphasize however that, in addition to better
accuracy, the proposed method has lower computational cost
and less parameters to tune.

D. Sensitivity to model violation

To test the robustness of our method to intensity trans-
formations that violate the model assumed in (1), we syn-
thesized volumes using and a non-linear intensity mapping



I1 = αI
γ
2

, with γ ∈ [0.6, 1.5] (α was set to keep the intensity
values within range). Table II collects the results obtained by
both methods, showing that the proposed method performed
significantly better than the MI, both in terms of bias and
standard deviation. These results show that the proposed
method is robust, even when the intensity model is different
from the assumed linear model.

Proposed MI
Bias Std Dev Bias Std Dev

θ1 -0.0006 0.0204 0.0322 0.0343
θ2 0.0031 0.0101 -0.1334 0.0256
θ3 0.0038 0.0087 -0.1380 0.0278
θ4 0.0064 0.0130 0.1564 0.0135
θ5 0.0032 0.0164 0.0194 0.0420
θ6 0.0039 0.0071 -0.3482 0.0516
θ7 0.0073 0.0144 0.1768 0.0201
θ8 0.0061 0.0137 0.3909 0.0262
θ9 -0.0016 0.0147 0.0425 0.0800
tx -0.3755 1.9601 -4.1928 4.2728
ty -0.3792 1.7959 -4.6680 4.5990
tz -0.4153 0.7476 -1.5516 4.6535

TABLE II

RESULTS OF20 REGISTRATION TESTS USING RANDOM GEOMETRIC

TRANSFORMATIONS AND A NONLINEAR INTENSITY TRANSFORMATION.

E. Illustration with two real volumes

Finally, we used the proposed method to register two real
3D SPECT images of the brain, chosen at random from our
data set. The images are shown in the top of Fig. 2, together
with the result obtained after registration and intensity nor-
malization using the proposed method. Using transparency,
the rendering of the two SPECT exams is shown in the same
image and their alignment is easily visualized. This example
illustrates how the proposed method successfully aligned the
original images. Naturally, a similar result can be obtained
with the MI algorithm, at a much higher computational cost,
provided the parameters are appropriately tuned.

IV. CONCLUSIONS

We proposed a computationally simple method to perform
the 3D registration and intensity normalization of brain
SPECT perfusion images simultaneously. We compared this
approach with the usual registration based on maximization
of the Mutual Information and obtained even better perfor-
mance. Although our experiments used brain SPECT data,
our method seems also suited for the registration of other
medical imaging modalities and other regions than the brain.
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Fig. 2. Rendering of the registration of two real 3D SPECT images using
the proposed method: a) two images from the data set b) the same images
after registration.
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