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Abstract. In this paper we address the problem of re-identification of people:
given a camera network with non-overlapping fields of view, we study the prob-
lem of how to correctly pair detections in different cameras (one to many prob-
lem, search for similar cases) or match detections to a database of individuals (one
to one, search for best match case). We propose a novel color histogram based
features which increases the re-identification rate. Furthermore we evaluate five
different classifiers: three fixed distance metrics, one learned distance metric and
a classifier based on sparse representation, novel to the field of re-identification.
A new database alongside with the matlab code produced are made available on
request.
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1 Introduction

Re-identification is still an open problem in computer vision. The enormous possible
variations from camera to camera in illumination, pose, color or all of those combined,
introduce large appearance changes on the people detected, which make the problem
very difficult to overcome.

Re-identification denotes the problem of given multiple cameras, and several people
passing in front of several cameras, to determine which person detected in camera X
corresponds to the person detected in camera Y.

There are a few works in the literature addressing the problem of re-identification
in camera networks. [9] uses the bag-of-visterms approach, clustering SIFT [8] features
into “words”, and using those “words” to describe the detections, in a one to one ap-
proach to re-identification in a shopping center environment. This approach is of interest
because it merges the “very high detail/specificity” of a SIFT feature with the general-
ization power of a cluster (a “word”). [5] uses SURF [1] features also in a one to one
approach to re-identification in a shopping center environment (CAVIAR database1).
SURF’s are extracted from the image’s hessian space, as opposed to SIFT’s features
that are extracted from the image’s laplacian space. SURF’s are also much faster to

1 http://groups.inf.ed.ac.uk /vision/CAVIAR/CAVIARDATA1/
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be computed, which is of note since SIFT’s major drawback is its heavy computation
time. Both works use a voting classifier that is already standard when using such fea-
tures. Also of note is [10] for its simple features, histograms, used also in a one to
one approach, to re-identify people in similar poses walking inside a train, testing dif-
ferent histograms and normalizations to cope with greatly varying illumination. They
employ dimensionality reduction and nearest-neighbor for a classifier. [6] also uses sim-
ple histogram features but takes advantage of the appearance and temporal relationship
between cameras.

Our work is similar to [6, 10]’s in term of used features (histograms), although we
enrich them by considering the upper and lower body parts separately. A method to
detect the waist of a person is proposed, which allows the separate representation of
the colors on the upper and lower body parts. This aspect highly distinguishes our work
and significantly improves the re-identification results. Also we test additional metric
distances including one learned from the data. Furthermore we apply a sparse base
classifier, successful in the domain of face recognition, to the re-identification problem.

In this work we not only consider the one-to-one approach, where given a person
detection we want to recognize it in a database, but also a one-to-many approach, where
someone is trying to find similar matches in the system to a given person’s image.

We produced an indoors dataset where we evaluate several techniques and the ef-
fects of our enriched feature, in both approaches.

In the next Section we define the problem. In Section 3 we propose our new color
based feature. In Section 4 we list the metrics reviewed. In Section 5 we describe the
data used and show the experimental results. Finally we conclude in the last Section.

2 Problem Definition

In this Section we define our problem, while the approaches are described in the fol-
lowing sub-sections.

Figure 1 depicts the environment: A network of fixed cameras with non-overlapping
fields of view, where people appear more than once, are detected, tracked while in
camera view, and then re-identified between different cameras. While a person is in
view, we track it, and extract the following feature from it:

1. Detect the person and extract its pixels with [2]’s background subtraction;
2. Normalize the color of the detection pixels with greyworld normalization [10];
3. Divide the image in two by the waist (detailed in Section 3);
4. Compute the color histograms of each part, and unit normalize them;
5. Compute the mean (µ) and covariance (Σ) for all histograms in the track sequence

to obtain one point per track sequence.

Therefor each track becomes an averaged histogram feature, which will then be a
point (x or y) in the following formulations.

2.1 One to One Problem - Recognize - “Who is this person?”

This is the standard re-identification approach, used in [9, 5, 10], and applied in real
world situations, where a surveillance operator picks out a person detection and asks
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Fig. 1. Two camera views, with several detections, waist-separated, and two tracks. A correct re-
identification would cluster them together or label them as the same individual from a database.

the system to recognize it. This approach is of particular interest in scenarios where you
have a controlled entrance to the system. In such an entrance we can easily insert the
incoming individuals into a database along with their identifications.

So in this case we always have a training set, a dataset of labeled tracks to start with.
Given a test sample we compute the best match to the classes in the training set for such
test sample.

2.2 One to Many Problem - Search - “Where was this person?”

In this work we also consider the one to many approach, where a surveillance operator
sees a person in a camera (identified or not), and asks the system to show him all related
detections, in all cameras.

Given the track points, we compute the distances from all to all, then solve the
binary classification problem of determining, given an appropriate distance metric, if a
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pair of tracks belongs to a single person, or come from different people. By varying the
distance threshold that determines if such a distance is small enough to belong to a pair
of tracks from a single person, we output a ROC curve. Thus examining the ability for
each re-identification technique to correctly cluster points.

We also study the advantage of learning a metric from data versus a standard dis-
tance metric.

3 Person Representation

Simple color histograms have been used as the appearance features in tracking across
cameras [6, 10]. We enrich such features by dividing the person histogram in two parts,
one above and one below the waist. We define the waist as the point that maximizes the
Euclidean distance between the upper part histogram and lower part histogram. After
computing the integral histogram, we do a vertical search for the waist, limiting the
search to an area around the middle of the image.

– Compute Vertical Integral Histogram
• Compute the histogram of the first horizontal line of the image; compute the

histogram of the first two lines of the image; ...; compute the histogram of the
whole image.

– Search for Point that Maximizes Distance Between Upper and Lower Body Parts
• Compare line by line, the upper and lower histograms; Plot the varying dis-

tance; Find maximum.
• Limit search to window between 35 and 60% of the image, counting from the

top (maximum and minimum empirical values of position of the waist found
during the manual labeling of the dataset).

4 Re-Identification Techniques

In this section we describe the methods used in the automatic re-identification sys-
tem. We compared three distance metrics: Euclidean; Bhattacharya; and diffusion dis-
tance [7] with one linear metric learning method, and one recent classification method [11]
developed in the face recognition field. Each track is represented by x or y, as stated in
Section 2.

We consider the following metrics to compute distance between the histograms.

Euclidean A simple neareast neighbor distance. dE(x,y) = ||x−y| |.
Bhattacharya Modified Bhattacharya coefficient [3], a common choice for measuring

distance between histograms.

dBHAT T (x,y) =

√
1−

m

∑
i=1

√
xiyi
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Diffusion Distance Given we use histograms for features, we looked for alternative
ways to measure distances between histograms. The Earth’s Mover Distance (EMD)
is popular, and the Diffusion Distance [7] has been shown to have equal or better
results than EMD, with the added benefit of faster computation.

dDIFF(x,y) =
L

∑
l=0

|dl |

d0 = x−y
dl = [dl−1 ∗φ(dl−1)] ↓2 l = 1, ...,L

↓2 : downsample to half-size
φ(.) : gaussian filter

Metric Learning The work of Xing in [12] linearly learns a metric of the following
form:

dML(x,y) = ||x− y| |A =
√

(x− y)T A(x− y),

by solving the following optimization problem

argmax
A

∑
(i, j)∈D

∥∥xi − x j
∥∥

A = ∑
(i, j)∈D

√
di jT Adi j

s.t. ∑
(i, j)∈S

∥∥xi − x j
∥∥2

A = ∑
(i, j)∈S

di jT Adi j ≤ t

A ≥ 0

where t is a scalar, S and D are square binary matrixes that represent the similar
(from a same person) and dissimilar (from different people) training pair sets (in S,
one if a pair is similar, and zero otherwise. Likewise in D). We implemented this
optimization problem in MATlab with the CVX’s optimization toolbox2. A training
set of similar and dissimilar pairs is required.

Sparse Recognition Classifier Sparsity has been widely used in signal processing for
reconstruction[4]. Here we apply it to recognition, in the form of a re-identification
problem. Simply put, given a test sample y, we solve the optimization problem

argmin
[i e]

|[i e] |1

s.t. [A I] [i e]T = y
A = [x1 . . .xT ]

where in the columns of A are the T training samples (i.e., three random histogram
vectors from three random detections from each person to be recognized). The
reasoning behind this formulation is that we wish to choose from A which training
class y belongs to. This information will be encoded in the indicator vector i, while

2 http://cvxr.com/cvx/
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errors will be explicitly modeled in e. Moreover, by minimizing the l1 norm of
[i,e]T , and if the true solution is sparse, the l1 norm minimization will output the
same result as the l0 norm [4], the sparsest solution. i will then be mostly zero with
few large entries in the correct training set entries.
This idea has first been put forth in the field of face recognition by [11].

5 Results

In this Section, first we describe the experimental setup where the datasets were taken.
We present our results in sub-sections 5.3 and 5.4, we validate our proposed feature,
and we discuss the results.

5.1 Experimental Setup

We produced a database of images, extracted from an indoors camera network, com-
pletely hand labeled for ground truth. In Figure 2 we show some samples of the varying
camera views from the dataset.

Indoor Dataset:

– 17388 detections;
– 275 tracks;
– 26 people (5 of which only have one track).
– 10 fixed cameras, with non-overlapping fields of view.
– Average 67 detections per track, Maximum 205 detections in a track.

Fig. 2. Indoor Dataset: Preview of some camera views.

For all experiments we computed the detections and features as described in Section
2. These combine graycolor normalization and division by the waist. Figure 3 supports
the choices made.
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RGB histogram
greycolor−normalized RGB histogram
grey−normalized and divided by the waist

Fig. 3. Cumulative Matching Characteristic curve of several feature combinations with Euclidean
metric. Re-identification results for comparing the following features: -Just RGB histogram (blue
balls); Just greycolor-normalized RGB histogram (pink crosses); Greycolor-normalized RGB his-
togram divided in two by the waist of each person detection (red circles).

5.2 Training

For the metric learning training and testing we used 5-fold cross validation. For Sparse
Recognition Classifier training, we picked 3 detection points per person to form the
training class matrix (A).

5.3 One to Many Experiments

In Figure 4 we plot the ROC curves for the problem of binary classification “same/not-
same pair?” described in Sub-Section 2.2. Initially, distances from all tracks to all tracks
are computed. Then a threshold, that determines “similarity” is varied. For each thresh-
old value a True Positive Rate value and a False Positive Rate is computed. All these
values plot the Receiver Operating Characteristic (ROC) curves shown in the following
Figure 4.

We see in Figure 4 that the baseline Euclidean distance rivals diffusion distance or
bests the other techniques. Metric learning performs better as expected since it uses
additional information. Learning does seem to improve re-identification and despite
requiring labeled data for metric learning, this needs only be done once per system
configuration.

Comparing the use of our waist-division feature (full-line) with the counterpart of a
single histogram per detection (dashed-line) it is clear the positive influence our feature
has in the results of all techniques.

5.4 One to One Experiments

In Figure 5 we plot the Cumulative Matching Characteristic curve for all the tecniques
implemented, and also analyze the effect of our suggested improvement on the feature,



8 Dario Figueira and Alexandre Bernardino

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 

 

Metric Learning
Diffusion distance
Euclidean distance
Bhattacharyya distance

Fig. 4. ROC curves for comparing the different techniques, and confirm the improvement in the
results of our suggested feature. Full line: using our waist division feature; Dashed line: not using
waist division.

the waist division described in Sub-Section 3. Using our feature improves the results on
all tecniques.

Due to the nature of the SRC algorithm, that outputs a sparse solution of one training
class per test sample, it is not possible to plot a Cumulative Matching Characteristic
curve. Nevertheless SRC gives the best results on the nearest-neighbor level.

6 Conclusions

In this work we addressed the re-identification problem. We not only consider the clas-
sical one to one problem, but also the one to many case that may be of interest for
practical surveillance applications. In this case someone tries to find similar matches
in the system of a given person’s image; and the one-to-one approach, where given a
person detection we recognize it in a database.

We built upon previous work [10], enriching the feature used by considering upper
and lower body parts separately, thus improving the re-identification results.

Metric learning showed promissing results in the one-to-many approach, expectedly
better than the other distances since it makes use of more information (labeled similar-
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Fig. 5. Cumulative Matching Characteristic curves for comparing the different techniques, and
confirm the improvement in the results of our suggested feature. Full line: using our waist division
feature; Dashed line: not using waist division.

ity/dissimilarity pairs). In the one-to-one approach SRC reports the best re-identification
rates.

Simple Euclidean distance rivaled or bested the other techniques for re-identification
in both approaches.

6.1 Future Work

In the future, we will further enrich the set of features by either adding further body-part
selection or integrating SIFT or SURF features to form a multi-modal feature. We will
also take advantage of spatiotemporal constraints and appearance correlations between
cameras, to limit the search space of re-identification, reducing errors.

We make available by request the matlab source code of the methods developed in
this paper as well as the image database produced.
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