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Abstract

This work addresses the problem of providing effective situation awareness to the operator

of a remote vehicle. Usually teleoperated systems are performed through a Graphical User Inter-

face (GUI) that provides robot sensor’s data to the operator, overloading him with information.

In this work is proposed a different setup. It comprises a Head Mounted Display (HMD) worn by

the operator. The HMD is equipped with a head tracker, providing the attitude of the operator

head. The robot is equiped with a stereo camera mounted on a Pan and Tilt Unit. The images

captured by the stereo camera are streamed to the HMD, providing 3D vision to the operator.

The main goal of this setup is to stream to the HMD images with the same attitude than the

one of the operator head. This is accomplished by an hybrid approach by combining the PTU

orientation control through the servos with a virtual pan, tilt and roll rectification method. This

rectification introduces roll rotation of the images, not possible since the PTU does not possess

that degree of freedom, and overcomes the PTU servos limitation in term of responsiveness and

accuracy. This arrangement allows a more intuitive camera orientation control for the operator

by decoupling the camera orientation from the robot orientation and a more immersive experi-

ence through the HMD. A user study was performed to compare this system with the traditional

GUI teleoperation method and with a system where the stereo camera orientation was provided

directly with the HMD attitude sensor.

Keywords: Virtual pan, tilt and roll, Imersive teleoperation, 3D Vision, Hybrid pan & tilt

unit control, Image projection through a new orientation, decouple of stereo camera kinematics
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Resumo

Esta tese aborda o problema de aumentar o situational awareness do operador de um

véıculo remoto. Normalmente a teleoperação de um robô é realizada através de uma Graphical

User Interface (GUI), um ecrã, onde o operador encontra toda a informação capturada pelos

sensores do robô, sobrecarregando-o com informação. Nesta tese é proposto um sistema diferente

para realizar a teleoperação. Este sistema é composto por um Head Mounted Display (HMD)

usado pelo operador. O HMD tem um sensor de atitude de modo a fornecer a atitude da cabeça

do operador. O robô está equipado com uma câmara stereo montada numa unidade pan and tilt

(PTU). As imagens capturadas pela câmara são enviadas para o HMD possibilitando a visão

em 3D. O principal objectivo deste sistema é enviar imagens para o HMD com atitude igual

à da cabeça do operador. Isto é realizado através de uma abordagem que combina o controlo

dos motores do sistema PTU com um método de rectificação virtual de pan, tilt and roll. Este

método introduz o ângulo de roll que o sistema PTU não consegue realizar, porque não tem

esse grau de liberdade, e ultrapassa também as limitações em termos de resposta e precisão

dos motores. Este sistema providencia também o desacopulamento do controlo da orientação

da câmara em relação á orientação do robô e uma experiência mais imersiva de teleoperação

através do HMD. Foi realizado um caso de estudo para comparar o sistema desenvolvido com o

método de teleoperação através de uma GUI e com um método em que o controlo da orientação

da câmara stereo era feito directamente a partir da orientação fornecida pelo sensor de atitude

do HMD.

Palavras-chave: Pan, tilt and roll virtual, Teleoperação imersiva, Visão 3D, Controlador

h́ıbrido para unidade pan & tilt, projecção de imagem segundo uma nova orientação, desacopu-

lamento do controlo da camera stereo
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Chapter 1

Introduction

This chapter is an introduction to the work developed for this thesis. In section(1.1), is presented

the problem which was the starting point for this thesis. Section (1.2) follows up with a literature

review and in section (1.3), are stated the main contributions of this thesis. The last section,

(1.4), presents the thesis outline.

1.1 Problem Statement

The utilization of Search And Rescue robots (SAR) in danger scenarios is becoming a more

and more common pratice with the advance that this area have faced trough the last decade.

These robots are developed to enter inaccessible and dangerous spaces or scenarios, like collapsed

buildings or radioactive areas. Their missions can go from search for victims in dangerous areas,

to area reconnaissance providing crucial information of the scenario status. Usually, SAR robots

are teleoperated by a skilled operator. The most common setup to provided to the operator to

operate the robot is comprised by a computer and a joystick or game pad. In the computer

screen, the operator sees real-time 2D images provided by the robot’s cameras among all the

others sensors information (atmosphere composition, infrared readings, radioactive levels, . . . ).

Through the joystick or game pad the operator is able to control the robot motion. The operator

task is quite difficult: besides paying attention to all the sensor data, he must fully understand

the environment around the robot and the consequences of his decisions concerning the robot

motion.

In order to enhance the operator perception of the environment it’s proposed a 3D vision

system. This system is comprised by an Head Mounted Display that provides 3D vision to the

operator. The 3D images are captured by a stereo camera mounted on a pan and tilt system.

The HMD contains an head tracker, providing the operator head attitude. With this setup the

pan and tilt system will follow the head attitude. This setup have two main advantages: the

3D vision that grants a better perception of the environment and a more intuitive control of

1



2 CHAPTER 1. INTRODUCTION

the camera orientation. Studies have shown that this setup enhance the operator situational

awareness, granting a more safe control of the robot [1]. The main problem of this setup is

the pan and tilt motor responsiveness. This response tends to be slow for large changes in the

camera orientation, which results in a lagged experience for the operator. Also, generic pan and

tilt systems have low resolution step motors, that may lead the operator to experience some

tremble in the image, for small pan and tilt movements.

Figure 1.1: Vuzix Warp 920 VR Head Mounted Display, in detail the attitude sensor.

Figure 1.2: RAPOSA-NG with the stereo camera mounted on the Pan and Tilt Unit.

To overcome these limitations this thesis introduces a virtual pan, tilt and roll method

to be applied in the stereo images. This method consists in projecting the images captured

by the stereo camera through a new orientation, that corresponds to the difference between

the operator head attitude and the camera orientation. Projecting the images through this

orientation provides the operator with the right perspective instead of the camera perspective

that, due to the physical limitations of the pan and tilt system, may not be correct. To take

full advantage of the virtual pan, tilt and roll method it was also designed and implemented a

controller that combines the method advantages with the pan and tilt system orientation.
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1.2 Related Work

1.2.1 Robots Teleoperation

Robots teleoperation have been widely researched. In Henrique Martins master thesis [1] he

implemented a 3D teleoperation system on RAPOSA with an HMD. The resuts achieved showed

that 3D vision enhances the operator perception of the environment around the robot. In

his work the cameras that provided the visual information to the HMD where in the front of

RAPOSA meaning that the operator needed to rotate the robot to see the environment. He

concluded that with the 3D vision through the HMD the operator was able to better perceive the

obstacles and distance between the robot to obstacles on the robot path. The HMD influence

have been studied showing a increase of the operator performance [2]. The U.S. military forces

have been requesting studies in the utilization of HMD and 3D vision through flat screens to

enhance robots teleoperation [3, 4].

Figure 1.3: U.S. Army TALON robot with additional hardware.

1.2.2 Virtual pan and tilt

Virtual pan tilt and zoom camera simulation is a well studied subject[5, 6]. This is usually

done to provide simultaneous operators to explore a wide area captured by a high resolution

camera or to help in surveillance systems. The virtual pan tilt and zoom camera simulation

uses a Region Of Interest smaller than the image captured a high resolution camera. This

ROI is displayed to the user enabling him to perceive an area of the scenario with more detail.

Providing the operator with the ability to control the position of the ROI in the image (with
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a gamepad, joystick or keyboard) and the operator perceives pan and tilt camera movement

across the scenario. If the user can control the size of the ROI he perceives a zoom in/out effect.

Although this approach provides good results for wide capture areas from a distant place, it fails

in providing the right perspective if the scenario is not far enough. An approach to solve the

problem is to keep a panoramic view (mosaic) of the world to display to the operator [7]. To

achieve this the camera is constantly moving to update all the areas of the mosaic. The main

problem with this approach is to define what are, at each moment, the more important areas of

the mosaic to update that can be divided in two criteria: how long an area of the mosaic is not

updated and is there new information to update an area (For example if the robot turns to a

side there will be new information that the operator will want to see).

In 1990 Apple inc. developed Quicktime VR [8], a file format that allowed the creation of

panoramas and the exploration of objects and scenes through images captured multiple times

from different angles. This new technique provided a good view of the scenario but could only

be accomplished off-line.

1.3 Contributions

This thesis presents a Virtual pan tilt and roll method developed to obtain a more immersive

teleoperation experience to a robot operator in order to increase his perception of the environ-

ment around the robot. This result in a more safe control of the robot that may lead to a

more successful result in the task the robot operator have to perform. A study to compare this

method with the GUI traditional control method was performed with good results.

1.4 Thesis Outline

This thesis goes as follows: Chapter (2) follows up with explaining the system design and

implementation, covering the mathematical background of the virtual pan, tilt and roll method

and the thought process behind the controller. Chapter(3) describe the experience designed to

test the implemented system and the results. Chapter(4) presents the conclusions of this work

and a propose developments and suggestions for future work.



Chapter 2

System Architecture

This chapter describes the architecture of the controller designed to overcome the problem stated

in section (1.1). The first section, (2.1), provides a global overview of the system.The next two

sections go in with more detail: section (2.2) goes through the mathematical background and

the method used to accomplish virtual pan, tilt and roll, while section (2.3) explains the process

behind physical pan and tilt unit controller design.

2.1 Global Overview

The system setup is comprised by an Head Mounted Display (HMD), a Pan and Tilt Unit

(PTU), and a stereo camera. The HMD have an attitude sensor and provides the user head

attitude. The stereo camera is mounted on the PTU enabling to control its orientation. This

architecture is presented in figure 2.1 .

Figure 2.1: System Architecture with the Controller block

As one can see in figure 2.2, the controller block can be divided in tow smaller blocks to

ease the explanation process: the (1) VPTR block where the virtual pan, tilt and roll method

is applied to the stereo images from the stereo camera and the (2) pan and tilt unit controller

5



6 CHAPTER 2. SYSTEM ARCHITECTURE

which, as the name suggests, provides the orientation to the pan and tilt unit. Both blocks will

be explained in detail over the next two sections.

Figure 2.2: Block diagram of the controller.

Let ΘHMD be the HMD attitude and ΘPTU the PTU orientation in Roll, Pitch, Yaw

representation (rpy) . One can define the error ∆Θ as

ΘPTU = (0, pPTU , yPTU )ᵀ

ΘHMD = (rHMD, pHMD, yHMD)ᵀ

∆Θ = ΘHMD −ΘPTU

(2.1)

where r, p and y are the respective roll, pitch and yaw angles for each device. Since the PTU

only have two degrees of freedom, pan and tilt, rPTU angle is always zero.

Figure 2.3: Representation of ΘHMD and ΘPTU in the world frame apart a translation and the
difference ∆Θ

2.2 Virtual Pan, Tilt and Roll module

In this section comes the mathematical background for the virtual pan, tilt and roll method.

It starts by introducing the pin-hole camera model in order to achieve back projection from

the image. From there the relation between the virtual and the real camera pixels position is
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achieved.

2.2.1 Pinhole Camera Model

Figure 2.4: Pin Hole camera model

Using the pinhole camera model (figure 2.4), a point in the world w = (x, y, z)ᵀ is projected

in an image m = (u, v)ᵀ in homogeneous coordinates, m̃ by

λm̃ = P̃

[
w

1

]
= P̃ w̃ (2.2)

The matrix P̃3×4 is the perspective projection matrix and is given by

P̃ = A
[
R | t

]
(2.3)

Where R3×3 and t3×1 are the extrinsic camera parameters, the relation between the camera

frame and the world frame. The intrinsic camera parameters matrix, A3×3 is given by

A =

αu γ u0

0 αv v0

0 0 1

 (2.4)

where

αu Focal length in terms of pixels through x axis,

αv Focal length in terms of pixels throught y axis,

γ Skew coefficient between x and y axis ,

(u0, v0) Coordinates for the center of the image.
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The projection matrix P̃ can be written as:

P̃ =

q1
ᵀ | q14

q2
ᵀ | q24

q3
ᵀ | q34

 =
[
Q | q

]
(2.5)

The null space of P̃ can be spanned from c, the camera focal point. Through 2.2 and 2.5

0 =
[
Q | q

] [c
1

]
(2.6)

q is given by,

q = −Qc (2.7)

Therefore P̃ can be written has

P̃ =
[
Q | −Qc

]
(2.8)

With this new perspective projection matrix m̃ is given by

λm̃ =
[
Q | −Qc

] [w
1

]
(2.9)

λm̃ = Qw −Qc (2.10)

From this result the optical ray that connects c to any point in the world can be parameterized,

apart a constant λ by

w = c+ λQ−1m̃ (2.11)

There are infinite points existing in this line and they are all projected in m. The parameter λ

is a positive scale factor and defines position of the 3D point in the line.

2.2.2 Virtual Pan, Tilt and Roll

The virtual pan, tilt and roll method objective is to simulate a camera rotation over the optical

center (figure 2.5).

The real camera, with index rc, have a perspective projection matrix Prc and the virtual camera,

with index vc, have a perspective projection matrix Pvc. In the previous section, equation 2.11
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Figure 2.5: Representation of the real camera (rectangle in full line) and the virtual camera
(rectangle in dashed line). The virtual camera is a rotation of the real camera over C, the
optical center. The indexes rc and vc stand for real camera and virtual camera respectively.

matches a point m in the image, to a point w in the world. If both cameras are capturing the

same point w, then for each camera the 3D position of w is given by

{
w = crc + λrcQ

−1
rc m̃rc

w = cvc + λvcQ
−1
vc m̃vc

(2.12)

Since the relation between both cameras is a rotation over the optical center, crc = cvc. With w

being the same for both cameras then, by matching both equations, one can write

m̃vc = λQvcQ
−1
rc m̃rc, λ = λvc/λrc (2.13)

This equation matches a point projected in the real camera image to a point in the virtual

camera image. From 2.3 and 2.5 one can see that for both virtual and real cameras that

{
Qrc = ArcRrc

Qvc = AvcRvc
(2.14)

Since the objective is to simulate a rotation with the same camera, the intrinsic parameters for

both cameras are the same, A = Arc = Avc. If the world frame and the real camera frame are

the same then Rrc is an identity matrix and therefore (2.13) becomes

m̃vc = λARvcA
−1 m̃rc (2.15)

where Rvc represents the rotation between the real camera and the virtual camera. Given

a rotation matrix between virtual and real cameras, equation 2.15 relates the real image pixel

coordinates with the virtual image pixel coordinates. As this method projects the image through

a new orientation provided by the rotation matrix, the image perspective changes, and the user

perceives like he is moving the real camera orientation. This method is applied in the VPTR
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(a) Reference Image.

(b) Image taken with 22 degrees
pitch angle.

Figure 2.6: Images taken to demonstrate the virtual pan, tilt and roll method (Note: the color
of the images is different due to the camera automatic color rectification)

block to the images provided by the stereo camera. The rotation matrix is calculated from the

error ∆Θ, providing to the operator the correct perspective concerning his head attitude. To

test this method, two camera images were taken with different angles (figure 2.6).

The virtual pan and tilt method was applied to the reference image with a ∆Θ of 22

degrees for the pitch orientation. The detailed result can be seen in figure 2.7.

Figure 2.7: Virtual pan, tilt and roll comparation: In the left is the detail of the image taken
with a 22o camera orientation. On the right is the result of applying the virtual pan, tilt and
roll method to the reference image.

As one can see the virtual pan, tilt and roll method replicates the angles from the image

taken with 22o orientation. The main problem with this method is the image resolution. In

figure 2.8 one can see the source pixels and the destination when applying the method.
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Figure 2.8: Origin of the pixels used in the method. In red are the original pixels position and
in blue their destination.

2.3 Physical pan and tilt system controller

In the previous section it was introduced the VPTR block that implements the virtual pan, tilt

and roll method. In this section the pan and tilt unit controller is presented. The goal is to

blend both virtual pan, tilt and roll with the pan and tilt unit movement to provide the right

perspective to the operator and surpassing the problems stated in section (2.1).

2.3.1 Controller design

The PTU controller block diagram is presented in figure 2.9. It comprises a cascade of blocks:

a hysteresis block, a proportional block K, a saturation block and an integrator.

Figure 2.9: Physical pan and tilt controller

Since the pan and tilt unit only performs movement in pan and tilt angles, the error ∆Θ will

be defined only for pitch and yaw angles

∆Θpy = (∆θp,∆θy) (2.16)

The first block is the hysteresis block. This block applies a non-linear transformation in the
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error ∆Θpy in order to provide two work modes for the pan and tilt angles: the (1) active mode

and the (2) idle modes (figure 2.10).

Figure 2.10: Hysteresis transfer function. In red is represented the active mode and in green the
idle mode for each angle pan and tilt.

The switch between the two modes happen when:

• −iα < ∆Θα < iα the controller enters idle mode,

• −aα > ∆Θα > aα the controller enters active mode,

with α ∈ {p, y}.

In the active mode the block output H(∆Θpy), is equal to the input ∆Θpy. In this mode

the controller will reduce |∆Θα| to iα by moving the pan and tilt unit to the same orientation

has the HMD. In the idle mode, the output H(∆Θpy) is zero. This mode prevents small head

movements induce a motor movement and only the VPTR block will correct the stereo image

perspective. The boundary values aα and iα are adjustable per angle to provide a smooth

transition between the two modes.

The next block is the proportional block, K. This block converts the error ∆Θpy to motors

motors velocity, v

vpy = Kpy ∆Θpy. (2.17)

Figure 2.11: Saturation block transfer function.
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The next block is the saturation block. This block limits vref in py to the motor maximum

speed, vmax.The purpose of this block is to assure that the velocity calculated on the controller

is never superior to the motors maximum speed. This way one can assure the position sent to

the motors by the controller will be achieved. The transfer function of this block is presented

in figure 2.11.

The last block is an integrator. The integrator converts vpy into the position, ΘPTU to be sent

to the motors. The time response is given by

ΘPTU (t) = Θ0 +

∫ t

0
vpy(t) (2.18)

and in discrete form

ΘPTU (t) = ΘPTU t−1 + vpy ∆(t− t−1) (2.19)

Since the PTU do not provide any feedback with the current position or velocity ΘPTU

is also used as the motors position to close the controller loop. This can only be done because

of the saturation block, that assures that the velocity in the controller is never superior to the

motors maximum speed. With this restrain one can assume that the motors always achieve the

desired position calculated through the controller.
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Chapter 3

Experiments and Results

The goal of this experiment is to measure the Situational Awareness (SA) of an operator while

teleoperating a robot with different setups. SA is not a measurable entity but can be inferred

from experience results. This chapter follows with a section with the experience protocol and

another section to present the results.

3.1 User study

The objective of the experience was to test three visualization systems with RAPOSA. Each

volunteer was required to teleoperate RAPOSA three times to complete a search mission, each

with one of the following systems:

• GUI – Using a GUI in a computer screen,

• HMD – Wearing a Head mounted display with an attitude sensor providing a direct control

of the stereo camera orientation,

• HMD + VPTR – The control method developed on this thesis that blend the stereo camera

orientation control with the virtual pan,tilt and roll method.

Each mission lasted 5 minutes and during that time the volunteer task was to identify

the max number of victims possible. A victim was considered successfully identified when the

volunteer could say the number associated to that victim. Between missions and to ensure that

the volunteer make a correct identification, the number associated to each victim changed. The

scenario was inspired in NIST RoboCup scenario1 . The scenario was based on the yellow arena

and was designed to provide the same visual challenge. To ensure unbiased result of the scenario

learning from one test to the other, the visualization systems were tested in different orders,

two for each combination, which performed a total of 12 volunteers and 36 missions. For each

mission the only knowledge passed to the volunteer is an explanation on the system he was going

1http://www.isd.mel.nist.gov/projects/USAR/arenas.htm

15
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16 CHAPTER 3. EXPERIMENTS AND RESULTS

to use. The volunteer did not had any a priori knowledge of the scenario or map, except the

one he acquired while performing the previous mission. Between each mission volunteers where

asked to reply to NASA-TLX questionnaire, a standard question used by NASA to measure task

payload. In the end each volunteer is required to answer a questionnaire. An example of the

questionnaire can be found in the appendix.

Figure 3.1: User study Scenario: image from the scenario where the user study was performed.

3.2 Results and discussions

The questionnaires results where analyzed by performing the mean result and a single-sided

paired test to obtain the statistical significance for each of the five criteria analyzed: Image

Quality/Resolution, 3D Perception, Perception of the Environment around the Robot, Ease to

Identify Victims and Ease in Control the Robot. The volunteers evaluated those criteria in a 1

to 10 scale, where 1 means bad and 10 excellent. The results are shown in table 3.1.

Table 3.1: Mean results of the criteria evaluation by the volunteers after testing the 3 systems.

Criteria GUI HMD HMD+VPTR
Image Quality/Resolution 8.42 4.25 6.17
3D Perception 1.58 4.67 7.42
Perception of the Environment Around the Robot 4.75 4.83 6.67
Ease Identifying Victim 7.33 4.42 6.75
Ease in Control the Robot 6.83 6.25 7.50
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Image Quality/Resolution

In terms of image quality the GUI had a superior advantage due a superior image resolution

since the images did not suffer any manipulation and were directly showed on the computer

screen.There was a statistically significant difference between systems as determined by one-way

ANOVA F(2,33) = 25.023, p =0. The Bonferroni post-hoc test revealed that GUI had the best

result (U=8.42±0.31, p < 0.01 ). With the GUI system, the volunteers did not have to get so

close to the victims in order to identify them has they had with the other two systems. Although

the HMD had a larger field of view, when comparing with the HMD+VPTR, the last had a

better score (HMD+VPTR U=6.17±1.33 , p < 0.01 ). This result suggests that the stable image

and the smooth movement performed by the camera with the HMD+VPTR enables a better

perception of the environment overcoming the lower image quality.

3D Perception

In this category HMD+VPTR outperformed over the other two systems. The one-way Anova

was statistically significance with F(2,33) = 42.267, p =0. The Bonferroni post-hoc test revealed

that the HMD+VPTR system (U=7.42±1.24 , p < 0.01 ) performed much better than HMD

(U=4.6±2.1 , p < 0.01 ) . This result is coherent with the expected. The GUI does not provide

any 3D experience and the operators could only count on their common sense to perceive how

close they were to obstacles. Since the HMD+VPTR images were more stable and did not flick,

it was more comfortable to use than the HMD.

Perception of the Environment Around the Robot

Perception of the environment is not a measurable quantity and the results interpretation can

be misleading. To evaluate this criteria the two main aspects to take in account are the image

quality and how easy it is to explore and perceive the environment around the robot. The

HMD and HMD+VPTR systems have the advantage on the environment exploration due to the

camera control with the head attitude, making the environment exploration more intuitive. The

one-way Anova was statistically inconclusive but the t-test was performed. When comparing

the HMD with the GUI the GUI got a better score. This can be the result of the superior image

quality of the GUI. But when comparing GUI with HMD+VPTR, the HMD+VPTR have a

better result(HMD+VPTR U=6.67 , p < 0.01). This result shows that even with a worst image

quality and a narrow field of view, the smoother and intuitive camera control proved to be good

combination to improve the perception of the environment around the robot for the volunteers.

Ease Identifying Victims

Identifying victims was not a simple task. Even when the volunteer was repeating the test he

needed to get close to the victim to be able to see the associated number. The one-way Anova

was statistically significance with F (2, 33) = 11.526, p = 0. In this task the GUI system was

in advantage because of the superior image quality. But following the previous criteria, the

HMD+VPTR outperformed both the other systems (HMD+VPTR U=6.75±1.5 , p < 0.01).

This result come from the safe the operator feel when controlling the robot near obstacles with
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the HMD+VPTR system. Although they had to get closer to the victims they could perform it

in a secure way surpassing the GUI superior image quality.

Ease in Control the Robot

The last criteria relates to how secure the volunteers feel in moving the robot around the sce-

nario.The one-way Anova was statistically inconclusive but the t-test was performed. Once again

HMD+VPTR outperformed the other two systems (HMD+VPTR U=7.5 , p < 0.01). Although

the image quality shows its importance in this criteria when comparing the HMD with the GUI,

where the GUI got a better score, the volunteers evaluated the HMD+VPTR as a better system

to control the robot.

Nasa-TLX Results

The results from this questionnaire give information about the systems in how stressful

and hard was to accomplish the tasks. Due to an error when answering the performance question

by some of the volunteers this question did not provide any real information and was not taken

in this analysis. In NASA-TLX each factor was rated from 1 to 20 being 20 very bad and 1 very

good. The results are shown in the table 3.2

Table 3.2: Mean results of the NASA-TLX questionaire for the three systems.

Factor GUI HMD HMD+VPTR
Mental Demand 6.42 8.33 6.00
Physical Demand 2.83 7.5 7.20
Temporal Demand 8.42 10.83 9.9
Effort 5.42 8.92 7.8
Frustration 3.75 5.92 5.2

The GUI system was considered to require less physical demand, effort and was less frustrating

to teleoperate the robot with. The physical demand is intuitive because the user did not have to

wear an HMD and to move his head while performing with this system. With the better quality

image, the user could identify the victims without getting too much closer which result in HMD

to be a much less effort and frustrating system. The HMD+VPTR outperformed the HMD in

all the factors showing that this system really improves and eases the teleoperation task. When

comparing with the mental demand factor, the HMD+VPTR got a better result than the GUI

system.

Likert Scale Sentences Classification

Figure 3.2 shows the result of the Likert scale questions where the volunteers where asked

to compare the three systems by rating a sentence through Likert scale, classifying each sentence

from ”Strongly Disagree” to ”Strongly Agree”. These rate were then transformed to a rate from

one to five respectively and the result plotted on a boxplot graphic. The sentences were numbered

from Q4.1 to Q4.4:

• Q4.1 – The usage of HMD helps me better understand the position of RAPOSA,
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Figure 3.2: Likert scale chart.

• Q4.2 - The usage of HMD helps me better understand the structure of the enviorment,

• Q4.3 - The robot teleoperation is easier using HMD+VPTR over HMD,

• Q4.4 - The visual perception of the enviorment is more intuitive with HMD+VPTR over

HMD.

The first two sentences try to understand if the volunteers opinion if wearing a HMD was

helpful to teleoperate RAPOSA. The last two sentences were to evaluate the HMD versus the

HMD+VPTR systems. Following the results previously obtained, the operators classified the

HMD helpful to teleoperate RAPOSA (Q4.1: U=3.92, σ = 0.76; Q4.2: U=4, σ = 0.58).

Although the last two sentences had a bigger standard deviation (Q4.3: U=4, σ = 1; Q4.4:

U=4.08, σ = 1.04), the mean results were superior, classifying the HMD+VPTR as a better

system to teleoperate RAPOSA than HMD.

Volunteers feedback

After performing each mission and through the hole evaluation process the volunteers were

providing feedback about the systems used. About the GUI system the volunteers referred the

that the image quality really helped with the task allowing to easily identify the victims. About

the decoupling of the camera control it was referred that ”I can drive the robot and move the

camera at the same time”. ”If the HMD+VPTR had the same image quality has the GUI I

would prefer the HMD+VPTR.” and similar sentences were stated by several volunteers. Some

people said that to drive the robot they would prefer the HMD+VPTR but to identify the

victims the GUI was a better system. This shows the importance of the image quality while

teleoperating a robot. Two of the volunteers stated that the roll provided by the HMD+VPTR

make the teleoperation more intuitive, ”With roll this system gets so intuitive!”. These feedback

provided by the volunteers reinforce the results previously presented.
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Chapter 4

Conclusion and Future Work

4.1 Conclusion

This work presents the development of a system to control a stereo camera orientation mounted

on a pan and tilt system through the orientation provided by an HMD attitude sensor. It also

presents a virtual pan, tilt and roll method that simulates the camera movement to HMD user.

The proposed controller blends both physical and virtual pan and tilt enabling a faster response

for the operator head movements and mitigating the pan and tilt system physical limitations.

A case study was performed to test the system. The case study showed that the image quality

is a very important aspect to enhance a user perception of the environment. During the whole

case study the volunteers felt more comfortable exploring the scenario with the development

system that showed to be a more intuitive way to control the robot due to the decoupling of

the camera control. The virtual pan tilt and roll method showed to enhance the user perception

by reducing the pan and tilt system limitations and enabling a faster response to the user

movements. Due to the simple design and since the controller architecture does not depend on

the system components the virtual pan, tilt and roll and the controller can be applied in similar

tasks to obtain similar results.

4.2 Future Work

It would be interesting to repeat the a similar experience with the system proposed in this

thesis but with an HMD with a superior image quality and attitude sensor. It would also be

very interesting to introduce Augmented Reality in the system by projecting in the HMD screens

the path that the robot will follow if the operator keep forward. It would also be interesting to

test a multi camera teleoperation system: one to teleoperate the robot while exploring a scenario

and one to see closer objects. This last camera could be mounted in a controlled arm and the

operator could choose between the two cameras.
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