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Abstract

Establishing cause-effect relationships is a relevant problem
in A.I., particularly for providing autonomous agents with
models (for decision making) obtained from their interac-
tion with the environment. The strategy adopted in this pa-
per consists of formulating a predictive model of the relevant
consequences of agent actions (or inactions). From the agent
perspective, a stimulus is relevant whenever either it is desir-
able (or undesirable), or when the occurrence of that partic-
ular stimulus contributes to the anticipation of desirable (or
undesirable) stimuli. The purpose of the agent is to use the
formulated causal model to act upon on the environment, in
order to avoid undesirable stimuli. To validate the approach,
the agent was exposed to a very simple environment. Pre-
liminary results are presented, showing that this approach is
worth pursuing.

Introduction
Formulating causal models is one of the first mechanisms
underlying intelligent behaviour. To cope with a partially
unknown environment, an agent ought to be capable of es-
tablishing causal links through interaction with the exter-
nal milieu. However, a simple mechanism of cause-effect
association, based upon the fallacy post hoc ergo propter
hoc, suffers from the severe disadvantage of being an un-
sound method of inference. To circumvent this problem, the
agent should be prepared to revise beliefs whenever new and
contradictory evidence emerges, incorporating it in a refined
model. The objective of this research is to investigate how
an agent with very little a priori knowledge can establish
rules concerning the workings of its environment, generat-
ing expectations about the future, and being prepared to take
adequate courses of action.

The simple emotional agent described in this paper has
two diverse and alternating working modes: (i) interact-
ing with the environment, in which the agent stores cases
- in the form of sequences ending up in particular situa-
tions, and (ii) processing collected cases, in which a causal
model is either generated or refined. This agent is based
on an architecture already described in (Ventura & Pinto-
Ferreira 1998; Ventura, Custódio, & Pinto-Ferreira 1998;
2001; Ventura & Pinto-Ferreira 2002). The key aspects of
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this approach is the utilisation of a double knowledge rep-
resentation, a marking mechanism inspired in the work of
Antonio Damásio (Damásio 1994), and the introduction of
the “desirability vector” which provides an assessment —
desirable or undesirable — with respect to each stimulus the
agent is exposed to. To bootstrap the agent behaviour, some
a priori stimuli are associated to particular desirability val-
ues. After a process of interaction with the environment,
the agent becomes capable of ascribing desirability values
to previously “uncoloured” stimuli, so allowing the imple-
mentation of a mechanism for expectation generation.

The origins of the interest for studying emotions in
AI can be traced back to two main sources: human-
computer interaction (HCI) on an affective basis (Picard
1995), and the study of the contribution of emotions to in-
telligent behaviour (for instance, see (Sloman 1999)). An-
tonio Damásio has been an influential reference for sev-
eral researchers (Damásio 1994) in the area of emotion-
based agents, namely because the essential role he at-
tributes to emotion as far as rationality is concerned. Re-
lated work having Damásio as a fundamental reference
was developed, for instance, by Juan Velasquez (Velásquez
1999), which uses the Damásio’s idea of somatic mark-
ing along with a society of agents approach (Minsky
1988). Another approach based on Damásio’s is the one of
Gadanho (Gadanho & Hallam 1998), which complements a
reinforcement learning architecture with an hormonal sys-
tem. Several implementations followed another influential
reference — the Appraisal Theory of Frijda (Frijda 1986)
— for instance, the TABASCO (Staller & Petta 1998), and
the SALT&PEPPER (Botelho & Coelho 2001) architectures.
Aaron Sloman has been one of the precursors of emotions in
AI, defending an architecture based on a reactive, delibera-
tive and meta-management layers (Sloman 1999), where the
emotions emerge as alarm systems acting upon one or more
layers.

Implementation
The agent is stimulated by the environment with a sequence
of symbols. These symbols have no a priori meaning, except
for one of them — the X — which triggers a negative assess-
ment by the agent. We call this negative assessment a nega-
tive DV, where DV stands for desirability vector. According
to the proposed architecture for emotion-based agents, the



desirability vector represents a basic assessment the agent
performs about a stimulus, where each component reflects
to what degree the stimulus is desirable to the agent, with
respect to a specific aspect (Ventura & Pinto-Ferreira 1998;
Ventura, Custódio, & Pinto-Ferreira 1998). In the context
of this paper, we only consider a single component vector,
whose values are either neutral or negative.

The agent begins its interaction cycle with a minimal a
priori knowledge about the environment, i.e., the negative
DV produced by the X symbol. Through interaction it for-
mulates and puts a causal model into practice, which re-
lates received stimuli and external actions, with future con-
sequences.

First of all, the agent has to be able to store, in memory, a
sequence of the latest symbols to which the agent has been
exposed so far. To do so we use a FIFO-like structure which
we call “movie-in-the-brain” (MITB). We have explored this
concept before (Ventura, Custódio, & Pinto-Ferreira 2001;
Ventura & Pinto-Ferreira 2002), where it was used by an
agent to store the history of its interaction with the world, in
order to learn courses of action to attain desirable states.

Next, the agent needs to collect and store cases, i.e., sub-
sequences of stimuli, which the agent finds relevant to for-
mulate a causal model. Before being exposed for the first
time to a X symbol, the agent does nothing. When the first
X symbol appears, the � previous stimuli (present in the
MITB) are stored in a database of cases (where � is a pa-
rameter — the size of the MITB).

The agent implements two distinct modes of operation:
an online mode, where the agent interacts with the environ-
ment, collecting cases when appropriate, and acting accord-
ingly with a previously formulated causal model (if any),
and an offline mode, where all collected cases are analysed,
in order to refine and possibly reformulate a new causal
model.

We do not restrict the causal model to a particular tech-
nique. In this experiment we use a decision tree struc-
ture, using the C4.5 algorithm (Quinlan 1993). However we
would like to stress that the model we propose can use any
other technique.

To build a decision tree it is not enough to take sub-
sequences leading to negative DV stimuli. The algorithm
requires cases which do not lead to a negative DV. This is so
because a decision tree partitions the attribute space accord-
ing to the decision outcomes, requiring the train-set to con-
tain examples associated to all possible outcomes. There-
fore, the agent has to be equipped also with the capability
of collecting counter-cases, namely negative DV and neu-
tral stimuli. To do so we used the following strategy: when
a sub-sequence ending in a negative DV is stored in the
database of cases, all symbols found in that sub-sequence
are associated with that case. This way, symbols that oc-
cur before a negative DV stimulus become associated, each
one, with one (or more) cases where they took part. When
any one of those symbols is found, the stored case is re-
called, compared with the past, and held for tracking. All
differences the agent finds between the recalled case and the
current one are registered. When the tracking of the recalled
case ends, and if any differences were registered, a new case

is added to the database of cases.
This database of cases is used next time an offline mode

period occurs. When the offline mode occurs for the first
time, a brand new decision tree is built. As mentioned, the
decision tree is generated using the C4.5 algorithm (Quin-
lan 1993). The examples used by this algorithm consist of
sub-sequences of stimuli. The attributes and values are pairs
in the form �����
	�� or �����
�� , where � is an integer represent-
ing the position of the stimulus 	 and action  in the sub-
sequence. The outcomes are the DV values — negative or
neutral — of the final stimuli in the sub-sequences. The final
stimulus and action itself are not included in the attributes,
since the decision tree is supposed to anticipate the DV be-
fore it happens. Before finishing an offline mode period,
the agent discards the database of cases. For the subsequent
offline mode periods, an ad-hoc refinement algorithm was
used, which will be explained later on this paper.

Once an initial causal model is formulated (a decision
tree, in our experiment), the agent can use it to anticipate
negative DV stimuli. However, it may happen that the model
fails to anticipate correctly a negative DV, or that it antici-
pates a negative DV that does not follows as expected. In
these cases, the model needs to be refined. To accomplish
this, these cases where the decision tree fails are added to
the database of cases, so that in the next offline period, the
agent is able to use them to refine the model.

For the sake of simplicity, we use a simple ad-hoc scheme,
that works as follows: the agent adds to each leaf1 the sub-
set of examples (cases) that have led to that outcome. The
decision tree refinement is performed using these subsets.
The algorithm consists of, for each example, starting at the
root, and walking through the tree, until one of the following
situations is encountered:

1. At an (attribute) ramification, the corresponding value of
the example is not accounted for: in this case, a new leaf
is added at this ramification, associating the new attribute
value with the example outcome;

2. At an (outcome) leaf, the outcome diverges from the one
of the example: a new decision tree is generated, using the
C4.5 algorithm, taking the examples stored in that leaf,
together with the new example.

A formulated causal model can be used to prevent expo-
sure to negative DV stimuli. The agent is endowed with a
built-in behaviour that consists of performing a pre-defined
action (symbol AVOID) once it anticipates a negative DV
for the immediately following stimulus. If that action gives
rise to neutral DV, then this corresponds to an unexpected
neutral DV. As mentioned before, this originates the storage
of a new case, which will be used, in the next offline pe-
riod, to refine the causal model. In the end, the causal model
contains knowledge, not only about relevant stimuli which
precedes a negative DV, but also about which actions are ca-
pable of preventing negative DV stimuli. This allows the
formulation of possible action scenarios. These action sce-
narios associate courses of action with future consequences,

1The ramifications of a decision tree correspond to possible at-
tribute values, and the leafs correspond to possible outcomes.



in terms of the DV, according to the causal model. For in-
stance, simple statements such as “next stimulus has a neg-
ative DV!”, or “if you perform an AVOID action, the next
stimulus has neutral DV” illustrate the idea.

Figure 1 shows the architecture of the described agent.
During the online mode, stimuli (1) are stored in the
“movie-in-the-brain” (MITB). Under certain circumstances,
sequences from the MITB are stored (2) and/or tracked (3).
During the offline period, a decision tree is constructed or
refined (A). The decision tree is used (6) to anticipate (7)
what can happen next. This information is used to formulate
courses of action (8), and to choose an action to perform (9).
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Figure 1: Agent architecture. The relationships among the
several modules are: (A) decision tree generation or refine-
ment; (1) stimuli the agent is exposed to; (2) storing a case,
after an unexpected negative DV; (3) tracking the differences
of a recalled case; (4) recalling a case; (5) storing a tracked
case; (6) consulting the decision tree; (7) anticipating future
consequences of actions; (8) using anticipations to choose a
course of action; (9) action.

Preliminary results
To test this simple agent, a synthetic environment was con-
structed, using a Markov Decision Process (MDP) as a sym-
bol generator. The agent runs through three periods, in on-
line mode, intercalated by two offline periods in between.
These three online periods have all the same number of stim-
uli (a parameter of the experiment). The MDP is not reset
between the online periods, and no symbol is generated dur-
ing the offline periods. The idea behind this scheme is to
provide a first online period where the agent is able to col-
lect cases, a second period to test the causal model gener-
ated, where the agent performs an (built-in) AVOID action
whenever it anticipates a negative DV stimulus, and a third
period where it can choose courses of action based on the
action consequences collected during the second period.

The MDP used to obtain the results presented in this paper
can be found in figure 2. To correctly anticipate the X sym-
bol, in this Markov chain, the agent has just to look for a
B symbol, followed by any symbol (irrelevant), followed by
a D, and followed by another irrelevant symbol. Whenever
this happens, an X symbol follows immediately with prob-

ability equal to one, unless an AVOID action is performed.
Since the causal model used by the agent does not account
for uncertainty, the MDP used in the following experiments
was crafted such that there exists a decision tree capable of
correctly anticipating the X symbol (negative DV).
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Figure 2: Markov Decision Process (MDP) used to gener-
ate a synthetic environment for the agent. The notation used
is state/symbol inside the state circles, and either the
transition probabilities of the corresponding arrows (when
the action performed is irrelevant), or the corresponding ac-
tion/probability pair (when the probabilities depend on the
performed action). The state that outputs a X is highlighted
in bold. The transitions grouped with the dashed ellipsis
denote transitions sharing the same action/probability prop-
erty.

The criterion used to evaluate the agent performance is
the number of negative DV symbols the agent was exposed
to, during each experiment period. The results presented in
figure 3 are plots of this number as a function of the num-
ber of stimuli that each online period takes, and of the size2

of the MITB. In the first plot the MITB size was kept equal
to 5, while in the second, the period length was set to 100.
The results are presented as averages after running each ex-
periment 100 times.
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Figure 3: Sensitivity of the agent performance to the length
of the online periods (a), and to the size of the “movie-in-
the-brain” (b).

Both plots show a performance increase when either the
period length, or the MITB size, are increased. During the
first period, the number of negative DV stimuli results solely
from the MDP statistics, since no DV anticipation is per-
formed because there is no causal model yet. Increasing the
period length increases the number of negative DV occur-
rences. Thus, the agent is able to collect a broader variety

2The number of stimuli taken into account to create a case.



of cases in order to build a more informed causal model.
Concerning the sensitivity to the MITB size, the number of
negative DV stimuli decreases down to around zero as soon
as the size is at least 4. This is a consequence of the way
the MDP (figure 2) was crafted: a four-step history memory
is the minimum required to predict the occurrence of the X
symbol. With a sizes of 2 or 3, the D symbol can help antici-
pating the X, but it can also occur during state (6). However,
with a size of 4, the sub-sequence [B, (any symbol), B, (any
symbol)] allows a correct anticipation.

Figure 4 shows some results obtained from using a classic
Q-learning algorithm (Sutton & Barto 1998) with the same
MDP (figure 2) used in this paper as environment. In order
to do so, the Q-values were implemented by a table indexed
by the string of the latest � symbols concatenated, where �
is a parameter. Moreover, the experiments were conducted
for two periods: during the first period (exploration),AVOID
actions were randomly performed with probability of ����� ,
and during the second one (exploitation), the action per-
formed corresponded to the maximisation of the Q-values.
The reward is ��� for the X symbol, ������� whenever the agent
performs an AVOID action3, and zero otherwise. The plots
in figure 4 show the sensitivity of the number of negative DV
stimuli (same performance criterion as before) to the num-
ber of stimuli in each period, and to the � is a parameter
mentioned above. The results are presented as averages af-
ter running each experiment 100 times.
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Figure 4: Sensitivity of the reinforcement learning agent
performance to the trial length (a), and to the number of
stimuli contained in the state representation (b). The agent
performance is measured as the ratio between the amounts
indicated and the total number of stimuli in each period.

On the one hand, it is interesting to note how performance
degrades as the state dimension (i.e., number of past stim-
uli contained in the state representation) increases. This ef-
fect is usually called “curse of dimensionality.” On the other
hand, the length of the exploration period required for per-
formance convergence is relatively high: about 3000. Note
that one has to be cautious when directly comparing these
results with the former ones, since the proposed architecture
makes use of built-in knowledge about what to do whenever
a negative DV stimulus is anticipated.

Future work
Ongoing work focuses on sophisticating the decision-
making mechanism, aiming at, on the one hand, trying out

3This penalisation is needed to prevent the agent from perform-
ing AVOID actions all the time.

alternative courses of action (in order to circumvent non-
trivial environments), and on the other, learning the effects
its actions cause in the environment (i.e., “playing”). Play-
ing and exploratory behaviours seem to be useful in the for-
mulation and validation of cause-effect relationships.
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