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Abstract. Range and depth source localization in shallow water amounts to the estimation of the normal mode structure of
the acoustic field. The new technique presented in this paper uses the spectral decomposition of the sample covariance matrix
in order to estimate the mode subspace spanned by the normal modes that are significantly excited by the source. Simulation
results obtained using realistic environments show that the technique’s performance is always better than or equal to that of
the generalized maximum likelihood processor.

Zusammenfassung. Die Ortung der Entfernung und Tiefe einer Schallquelle in Flachwasser erfordert die Schitzung der Normal-
modenstruktur des Schallfeldes. Diese Arbeit stellt ein neues Verfahren vor, das die Spektralzerlegung der empirischen Kovari-
anzmatrix benutzt, um den von denjenigen Normalmoden aufgespannten Unterraum zu schitzen, die durch die Schallquelle
signifikant angeregt werden. Ergebnisse von Simulationen in wirklichkeitsgetreuen Umgebungen zeigen, daB die Leistungsféhig-
keit des Verfahrens immer besser oder gleich gut wie die des verallgemeinerten maximum likelihood Verfahrens ist.

Résumé. La localisation en distance et profondeur d’une source sonore en eaux peu profondes revient a I'estimation de la
structure des modes normaux du champ acoustique. Ce papier présente une nouvelle technique qui utilise la décomposition
spectrale de la matrice de covariance pour I’estimation du sous-espace modal engendré par les modes normaux significativement
excités par la source sonore. Les résultats obtenus par simulation dans des environnements réalistes montrent que la perform-
ance de la méthode est toujours supérieure ou égale a celle du processeur de maximum de vraisemblance généralise.
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1. Introduction

Sound propagation in shallow water is domin-
ated by waveguide effects, thus normal-mode
theory is needed to predict the acoustic field in time

Correspondence to: S. Jesus, Saclant Undersea Research
Centre, Viale San Bartolomeo 400, I-19026 La Spezia, Italy.

and space. In such environments, due to the strong
sound wave-boundary interaction, a large amount
of information concerning the source location can
be obtained by observing the field along the vertical
axis. As ‘seen’ by a vertical array of sensors, and
from a modelling point of view, the normal-mode
structure of the acoustic field appears as a set of
non-plane coherent waves closely spaced in angle.
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Range and depth source localization in shallow
water amounts to the estimation of the normal-
mode structure of the acoustic field.

Several approaches to this problem have been
described. The matched-field processing approach
[4] consists of passing the received acoustic
pressure through a bank of matched filters fol-
lowed by a multi-dimensional peak detector. An
alternative technique uses the normal-mode
dependence to solve a linear system of equations
and directly estimate the amplitude and phase of
each individual normal-mode impinging on the
array [9]. The source location is then estimated by
coherent processing of the estimated normal-mode
amplitudes and phases. This technique, known as
normal-mode matching, was shown to give, for
some (known) array configurations, a significant
improvement in detection performance when com-
pared to classical matched-field processing [7].
However, for these two techniques and for the fre
quency x water depth products of interest, the
detection factor, defined as the difference in dB
between the maximum and the highest sidelobe of
the range/depth surface, remains limited to a few
dBs. When using real data these few dBs often
result in practical source misses due to model mis-
match. Recently, a source localization method
known as generalized minimum variance, capable
of achieving high sidelobe suppression has been
presented [2]. The idea is based on a generalization
of the maximum likelihood processor [5] to non-
plane waves.

The technique presented in this paper implicitly
uses the structure of the normal-mode acoustic field
and it is, therefore, primarily applicable to wave-
guide type propagation. The solution to the prob-
lem is obtained as the intersection between the
replica acoustic vector continuum (for all possible
source locations) and a vector subspace of known
dimension spanned by the normal modes that are
significantly excited by the acoustic source(s).
Simulation results obtained using realistic environ-
ments show that the performance is always better
than or equal to that of the generalized minimum
variance processor.
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2. Theory

2.1. The data model

The received signal is modelled as the solution
of the wave equation at the receiver location for a
narrow-band point source exciting a horizontally
stratified, parallel waveguide. The normalized spa-
tial dependence of the acoustic pressure measured
at a vertical array of L sensors due to a source at
location 67=(zr, rr), where superscript T stands
for transpose and subscript T indicates the true
source location, is commonly expressed as a linear
combination of the waveguide normal-mode depth
functions, i.e.,

p(6r)=Ax(6r), ey

where p(61) is the L-dimensional array output sig-
nal vector, A is an L x M real matrix whose col-
umns are the normal-mode depth functions
expressed for all sensor depths {z;;/=1,...,L}
and M is the number of modes supported by the
waveguide. The M-dimensional complex vector
x(67) represents the model normal-mode structure
for the true source parameter location 01 defined
as

3on(00) =T - i, @

Vo

where @,, is the mth mode attenuation coefficient.
The two sets {a.(z);m=1, ..., M;0<z<H}and
{km;m=1, ..., M} are the mode depth functions
and the corresponding mode horizontal wavenum-
bers characterizing the propagation channel of
depth H. Note that (1)-(2) have been obtained by
normalizing out the range dependence, a phase
shift and an arbitrary constant. The received acous-
tic pressure consists of N time samples {y,;n=
1,..., N} from a multivariate normal distributed
random variable Y, N(0, R,), where the signal (1)
is assumed to be corrupted by additive, uncorre-
lated and zero-mean Gaussian noise &,; thus

Yu(01) =b,Ax(01) + &5, 3)
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where b, is a random variable that represents the
source amplitude. The vector x(6+) may be consid-
ered as either deterministic with ZL] x,=0 and
ZL, x,Xy =R,, or random, with E{x}=0 and
E{xx"}=R,. In either case, and even if 4 is singu-
lar, Y is distributed as defined above with R,=
AR AT+ R, [1]. The method presented in this
paper applies equally well in both cases.

Source localization consists of the estimation of
the source location parameter 6 from the observa-
tion data set {y,;n=1,..., N}. A global estima-
tion approach consists of the coherent processing
of the received data directly in the sensor space.
This is the approach taken in the conventional and
minimum variance matched-field processors [4, 5];
neither of these approaches takes into account the
specific structure of the data model. An attempt to
use the normal-mode structure of the acoustic field
was made in the normal-mode matching technique
[7,9]. This technique can be viewed as a conven-
tional matched-field processor where the array
structure is taken into account by reducing the
dimension of the mode depth matrix 4 such that
ATA =1 Since it only depends on the array sensor
depth, this is a completely deterministic procedure
and it essentially differs from the technique pre-
sented in this paper where the sound field itself - by
means of the power received through each normal-
mode - is accounted for to set the rank of the data

cross-covariance matrix. The technique presente:
here brings together the ideas of noise suppressio:
and a priori model structure knowledge in order t
enhance source localization in waveguide types ¢
propagation.

2.2. The mode subspace approach

An efficient way of solving (3) uses the mappin
of the data vector into the subspace spanned b
the columns of matrix A4: the mode subspace. Th
modal structure x(0r) simply represents the co
ordinates of one point in the mode subspace. Th
intersection of the model replica acoustic vecto
continuum {p(0); #e®} and the mode subspac
will give the solution x(61) and thus 6.

The implementation obviously requires an esti
mation of the mode subspace. The subspac
spanned by the (M) eigenvectors of the sampl
cross-covariance matrix associated with the larges
M eigenvalues is the maximum likelihood estimat
of the required mode subspace. Therefore, if R, i
the sample cross-covariance matrix with eigen
decomposition R,=EAE", the mode subspac
span is

Ev=lei, e, ..., ex], 4

with the corresponding eigenvalues A;=>4,>- -
> Ayr. Finding the intersection between the mod
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Fig. 1. Environmental/source/receiver scenario used for simulation.
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Fig. 2. Detection ratio versus input signal to noise ratio for
mode subspace technique (MS), minimum variance (MV) and
conventional matched-field processor (CMF).

subspace and the replica vector continuum
{p(0); 6€ ®} amounts to the minimization of the
length of d=p(0)—p*(0), where

P (6)=EnE}p(6) 6]

is the orthogonal projection of the replica vector
p(0) onto the mode subspace. Obviously, d belongs
to the mode subspace orthogonal complement
E; _ s and the problem is solved by the minimiza-
tion of the square distance

dz(e) = IEL—MEE—MP(0)|2~ (6)

The final estimate éT is given by the coordinates of
the maximum of the multi-dimensional
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surface obtained by plotting the functional
{[a*(O)]"; 0O}

3. Simulation performance example

The system/environment scenario used for simu-
lation is shown in Fig. 1. The parameters shown
were chosen to correspond to the environmental
parameters which existed during a sea test experi-
ment which was conducted north of Elba Island
(Italy) in November/December 1989. The receiver
is a 32 element 2 m spaced vertical array spanning
the water column from 40 to 102 m depth. The
sound source is located 10 km away from the
receiver and its depth is 60 m. The source signal is
a continuous wave tone at 323.7 Hz. Different sig-
nal-to-noise ratio (SNR) sequences were simulated
by varying the source power o3 =E[b}] according
to the definition

ablp(7)I’
e

&

SNR s =10 log;o N
Figure 2 shows the detection factor (difference in
dB between the maximum and the highest sidelobe
in the range/depth ambiguity surface) as a function
of SNR for the three different techniques: conven-
tional matched-field (CMF), minimum variance
(MYV) and mode subspace (MS). The number of
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Fig. 3. Localization error versus input signal to noise ratio for the mode subspace (MS) technique, minimum variance (MV) and
conventional matched-field (CMF) processor for range (a) and for depth (b).
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CONV.MFP
SNR=0dB
F =323.7 Hz
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B -200--150
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Fig. 4. Range/depth ambiguity surfaces for conventional matched-field (a) and mode subspace (b). Frequency is 323.7 Hz

SNR=0dB.
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time snapshots was N=50. The performance of
the MV and MS techniques clearly stand 9 dB and
11 dB, respectively, above that of the conventional
matched field (CMF). The MS approach gave an
improvement of almost 2 dB over that of the MV
processor for almost all the SNRs. This result has
to be linked to the source localization errors,
shown in Fig. 3(a) for range and Fig. 3(b) for
depth, where the best performance was achieved
by the MS and CMF processors, while the MV
technique gave the poorest result. An example of
the range/depth ambiguity surface obtained for an
SNR of 0 dB is shown in Fig. 4(a) for CMF and
in Fig. 4(b) for the MS technique.

4. Conclusion

Range and depth localization of acoustic sources
in complex propagation environments is possible
by direct estimation of the vector subspace spanned
by the normal modes that are significantly excited
by the source: the mode subspace. The mode sub-
space approach is closely related with the MUSIC
algorithm commonly used in spatial array process-
ing for directions-of-arrival (DOA) estimation
[3, 8]. In fact, in both cases the assumed data model
has structure (3), but the quantities to be estimated
are different: the matrix 4 in the DOA estimation
case, and x(01) in the source localization case.
Also, and most importantly, the dimension of the
mode subspace is known a priori (equal to the
number of modes supported by the waveguide) in
the mode subspace approach, while it has to be
estimated in DOA estimation problems.

It should be emphasized that the important ques-
tion presented in this paper is neither the MUSIC
algorithm itself nor its performance in simulated
data, which has been shown to be always better
than or equal to that of the generalized minimum
variance processor, but to show that when a
MUSIC based processor is applied to matched-
field processing in shallow water, a criterion based

Signal Processing

on the number of modes effectively supported by
the waveguide can be used to estimate the dimen-
sion of the mode (or signal) subspace. This is abso-
lutely necessary in practical applications where one
is dealing with non-white noise and in (interesting)
cases such as short data records (N=1) and coher-
ent multipath situations where known signal sub-
space dimension estimation criteria fail to perform.
Note that the simulation results shown here were
obtained without model mismatch, thus they may
be optimistic with respect to achievable results with
real data, where model mismatch is likely to occur.
Nonetheless preliminary results showing the suc-
cessful application of the technique to real data
have been obtained [6].
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