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where: ⊗ denotes the kronecker product; vec (A) denotes the
stacking of the columns of A; and bp i is the 3 × 3 anti-
symmetric matrix that linearizes the cross product, such that
a× b = ba b.

III. EXPERIMENT RESULTS AND DISCUSSION

Fig. 3. The JSM-7600 SEM manufactured by JEOL.

The SEM that has been used to validate the general imaging
model and calibration experiment is a JSM-7600 SEM man-
ufactured by JEOL, as shown in Fig. 3. The electron gun is
equipped with a tungsten filament that can support acceleration
voltage from 0.1kv∼30kv. The magnification of the SEM is
from 25 to 1,000,000 and the digital image resolution that can
be changed among 1,280 × 960 pixels, 2,560 × 1,920 pixels
and 5,120 × 3,840 pixels. Also, it provides a 6-DOF platform
including 360� rotation and tilt from −5 � ∼+70 � . In our
experiment, the SEM images have a size of 1,280 × 960 pixels
and the acceleration voltage is 15kv. And a nano-positioning
table is placed on the platform where the calibration target
was attached on. Its range of motion and resolution are 1500
µm and 0.03µm respectively.

A multi-scale planar calibration target is designed and
the photolithography method is used to manufacture it. The
precision of the method can reach to ±0.05µm. It is a
hierarchy of circle arrays where distance between adjacent
centers of circle are of 20µm, 30µm, 50µm and 90µm, as
shown in Fig. 4. The acquired SEM images magnification
ranges from ×75 to ×500. Then the precise localization of
circles centers is detected and ordered. Fig. 5 presents the
calibration procedure where the 3D points data used for the
calibration are generated from moving the nano-positioning
table. The calibration target is first attached to the table.
We regard the target as the x-o-y plane and the original
point is at the center of the target. Then it is translated 6
times, as shown in Fig. 5(a). The translation distance between
adjacent positions is 200µm. while the nano-positioning table
moving, the working distance always remained 9mm to avoid
the influence of beam deflection voltage changing. Fig. 5(b)
displays the image points (black squares ) and control points
(red dots) used in the calibration process.

We introduce a parameter called point-line distance error to
present the accuracy of a imaging model. As the Fig. 6(a)
shows, for given imaging model, we can calculate a lines
equation lu that is corresponding to a given image point upixel .
If the corresponding ground-truth world point uworld is known,
then we can calculate the line-point distance between the world
point uworld and the line lu . The distance is smaller, the model

(a) 20µm ×500 magnification (b) 30µm ×300 magnification

(c) 50µm ×150 magnification (d) 90µm ×75 magnification
Fig. 4. Multi-scale calibration planar size from 30�m to 90�m.

(a) translating the target 6 times
along Z-axis

(b) image points and control
points

Fig. 5. Calibration procedure

is more accurate. In our smooth general model, Gaussian
and Multi-quadrics are suitable radial basis functions, special
due to calibration issues [14]. Fig. 6(b) shows the evaluation
of the average point-line distance error as a function of the
number of control points for the two different radial basis
functions under 400 magnification. It demonstrate that Multi-
quadrics is more suitable choice of radial basis function for
SEM imaging system and increasing the control points will
reduce the average point-line distance errors. In the following
experiment, we choose Multi-quadrics as the radial basis
function with 60 control points.

Fig. 7 shows the results of the calibration under four
different magnifications that are ×75, ×150, ×300 and ×500.
Under low magnifications, the estimated lines almost converge
at one point and it is very close to a pinhole model. As
the magnification increases, the estimated lines become more
diverging and they do not converge at former point under
500 magnification. To some extent, the focal length becomes
longer. So high magnification may bring very large focal
length and the model would be close to a parallel model as

(a) Definition of point-line dis-
tance error
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(b) Evaluation of the average
point-line distance error

Fig. 6. Point-line distance error and its evaluation as a function of the number
of control point
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the former research argued [5], [6], [7], [8].
To validate the further effectiveness of our smooth general

model, the residual of the general imaging model is analyzed
and compared to the traditional pinhole model [15]. The tsai’s
method with nonlinear optimization is used to calculate the
parameters of pinhole model [15]. The magnification changes
from ×75 to ×500. And the corresponding target types are
90µm, 70µm, 50µm, 40µm, 30µm, 20µm respectively where
the distances between adjacent centers of circle represent the
target types. As shown in Fig. 8(a), the average line-point
distance under low magnification is higher compared with high
magnification for both the two models. We think that the pixel
resolution primarily causes this. Under low magnification of
×75, the pixel resolution is low which is about 1.235µm/pixel
compared with 0.185µm/pixel under ×500 magnification. But
the precision (in pixel) of the center detection algorithm is
same for every SEM images. Therefore, the absolute point-
line error is higher under low magnification. To further avoid
the effect of pixel resolution, we report the point line distance
errors as a percentage of the horizontal field width(HFW)
as shown in Fig. 8(b) while the horizontal field width was
calculated by scale factor of the SEM images. The percentage
of the error is still below 0.5% for the both two models. They
increase slightly as the magnification changing, because the
horizontal field of width falls a little bit faster compared with
the pixel resolution raising. In our experiment, we calibrate
specific magnifications. Therefore, it will lead to 1-3% rela-
tive interpolation error while interpolating between different
magnifications just as traditional methods hold. However, we
advise to calibrate the model for a specific magnification firstly
before a specific SEM vision-based task such as micro or
nano-manipulation. In this papaer, the magnifications range
is between ×75 to ×500. The experiment results demonstrate
that our smooth general imaging model for SEM is practically
effective and its principle is much closer to the SEM imaging
theory than traditional ones’. Our future work will focus
on the reduction of interpolation errors between different
magnifications and attempting to add the magnification factor
into the SEM imaging model. If the magnification factor could
be added into the smooth general model as a control factor,
we can build a magnification-depended imaging model. Also,
other factors that affect the model parameters can be added
into the model as control factors. Therefore, the interpolation
problem may be solved in a reliable way.
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(a) 90µm ×75 magnification (b) 50µm ×150 magnification

(c) 30µm ×300 magnification (d) 20µm ×500 magnification
Fig. 7. Multi-scale calibration Results.
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(a) Evaluation of the average
point-line distance error
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(b) Evaluation of the average
point-line distance error as a
percentage of the horizontal
field width(HFW)

Fig. 8. Evaluation of the point line distance error and the error as a percentage
of the horizontal field width(HFW)
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